Weighted Pressure and Mode Matching for Sound Field Reproduction: Theoretical and Experimental Comparisons
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Two sound field reproduction methods, weighted pressure matching and weighted mode matching, are theoretically and experimentally compared. Weighted pressure and mode matching are a generalization of conventional pressure and mode matching, respectively. Both methods are derived by introducing a weighting matrix in the pressure and mode matching. The weighting matrix in the weighted pressure matching is defined on the basis of the kernel interpolation of the sound field from pressure at a discrete set of control points. In weighted mode matching, the weighting matrix is defined by a regional integration of spherical wavefunctions. It is theoretically shown that the weighted pressure matching is a special case of the weighted mode matching by infinite-dimensional harmonic analysis for estimating expansion coefficients from pressure observations. The difference between the two methods is discussed through experiments.

0 INTRODUCTION

The aim of sound field reproduction is to synthesize spatial sound using multiple loudspeakers (or secondary sources), which has various applications such as virtual/augmented reality audio, generation of multiple sound zones for personal audio, and noise cancellation in a spatial region. In some applications, the desired sound field to be reproduced is estimated using multiple microphones, which is called sound field capturing or estimation.

There are two major categories of sound field reproduction methods. One category includes analytical methods based on the boundary integral representations derived from the Helmholtz equation, such as wave field synthesis and higher-order ambisonics [1–7]. The other category includes numerical methods based on the minimization of a certain cost function defined for synthesized and desired sound fields inside a target region, such as pressure matching and mode matching [8–10, 3, 11–13]. Many analytical methods require the array geometry of loudspeakers to have a simple shape, such as a sphere, plane, circle, or line, and driving signals are obtained from a discrete approximation of an integral equation.

In numerical methods, the loudspeaker placement can be arbitrary, and driving signals are generally derived as a closed-form least-squares solution. Pressure matching is based on synthesizing the desired pressure at a discrete set of control points placed over the target region. In mode matching, driving signals are derived so that the expansion coefficients of the spherical wavefunctions of the synthesized and desired sound fields are equivalent. Because the region in which the loudspeakers can be placed is limited in practical situations, a flexible loudspeaker array geometry in numerical methods will be preferable.

In this study, we theoretically and experimentally compare two numerical methods for sound field reproduction: weighted pressure matching [14] and weighted mode matching [12]. These two methods are derived by introducing a weighting matrix in the pressure and mode matching, respectively; therefore, they can be regarded as a generalization of the pressure and mode matching. The weighting matrix for the weighted pressure matching is derived on the basis of the kernel interpolation of the sound field [15, 16] from pressure at control points. In weighted mode matching, the weighting matrix is defined as a regional integration of spherical wavefunctions. The relationship between pressure and mode matching has not been sufficiently elucidated from a theoretical perspective. We show that the weighted pressure matching is a special case of the
weighted mode matching by combining with an infinite-dimensional harmonic analysis for sound field capturing [17, 16], starting with a common optimization problem. Experimental evaluation comparing pressure/mode matching and weighted pressure/mode matching is carried out. The codes for reproducing the results are publicly available at https://sh01k.github.io/MeshRIR/.

The rest of this paper is organized as follows. In Sec. 1, notations and basic theories on the sound field representation used throughout the paper are presented. The infinite-dimensional harmonic analysis for sound field capturing is also introduced. In Sec. 2, the sound field reproduction problem is described. The weighted pressure and mode matching is formulated and theoretically compared in Sec. 3. Experimental comparisons are shown in Sec. 4. In Sec. 5, differences between the two methods are discussed. Finally, Sec. 6 concludes this paper.

1 NOTATIONS AND PRELIMINARIES

First, we provide several basic notations. Then, a sound field representation by spherical wavefunction expansion is introduced. We also briefly introduce a sound field capturing method based on infinite-dimensional harmonic analysis, which plays an important role in sound field reproduction methods.

1.1 Notations

Italic letters denote scalars, lowercase boldface italic letters denote vectors, and uppercase boldface italic letters denote matrices. The sets of real and complex numbers are denoted by \( \mathbb{R} \) and \( \mathbb{C} \), respectively. Subscripts of scalars, vectors, and matrices indicate their indexes. To illustrate, the \((i, j)\)th entry of the matrix \( X \) is represented as \( x_{ij} \). The imaginary unit and Napier’s constant are denoted by \( j \) and \( e \), respectively. The complex conjugate, transpose, conjugate transpose, and inverse are denoted by \(*\), \( \cdot \), \( ^T \), \( ^H \), and \( ^{-1} \), respectively. The absolute value of a scalar \( x \) and the Euclidean norm of a vector \( x \) are denoted by \(|x|\) and \( \|x\| \), respectively. The absolute value for each element of matrix \( X \) is also denoted by \( |X| \).

The angular frequency, sound velocity, and wavenumber are denoted by \( \omega, c, \) and \( k = \omega/c \), respectively. The harmonic time dependence \( e^{-j\omega t} \) with the time \( t \) is assumed according to conventions.

1.2 Expansion Representation of Sound Field

A solution of the homogeneous Helmholtz equation \( u(r, \omega) \) of angular frequency \( \omega \) at position \( r \in \mathbb{R}^3 \) can be expanded around \( r_o \) by using spherical wavefunctions [18, 19] as

\[
\begin{align*}
    u(r, \omega) &= \sum_{\nu=0}^{\infty} \sum_{\mu=-\nu}^{\nu} \tilde{u}_{\nu, \mu}(r_o, \omega) Y_{\nu, \mu}(r, \omega) \\
    &= \Phi(r - r_o, \omega)^T \hat{u}(r_o, \omega),
\end{align*}
\]

where \( \tilde{u}(r_o, \omega) \in \mathbb{C}^{\infty} \) and \( \Phi(r - r_o, \omega) \in \mathbb{C}^{\infty} \) are the infinite-dimensional vectors of expansion coefficients and spherical wavefunctions, respectively. The spherical wavefunction of the order \( \nu \) and the degree \( \mu \), \( \varphi_{\nu, \mu}(r, \omega) \), is defined as

\[
\varphi_{\nu, \mu}(r, \omega) = \sqrt{4\pi} j_{\nu}(k|r|)Y_{\nu, \mu}(r, \omega),
\]

where \( j_{\nu}(\cdot) \) is the \( \nu \)-th order spherical Bessel function, and \( Y_{\nu, \mu}(\cdot) \) is the spherical harmonic function of order \( \nu \) and degree \( \mu \) [19]. The function \( \varphi_{\nu, \mu} \) is scaled by the factor \( \sqrt{4\pi} \) so that \( \tilde{u}_{0,0}(r, \omega) \) corresponds to the pressure \( u(r, \omega) \). Note that this scaling factor is not included in the standard definition of the spherical wavefunction. Hereafter, \( \omega \) is omitted for notational simplicity.

The translation operator \( T(r_{o} - r_{o}') \in \mathbb{C}^{\infty \times \infty} \) relates the expansion coefficients about two different expansion centers \( r_{o} \) and \( r_{o}' \), i.e., \( \tilde{u}(r_{o}) \) and \( \tilde{u}(r_{o}') \), respectively, as [19]

\[
\tilde{u}(r_{o}') = T(r_{o}' - r_{o}) \tilde{u}(r_{o}),
\]

where the element corresponding to the order \( \nu \) and the degree \( \mu \) of \( T(r_{o}) \tilde{u} \), denoted as \( [T(r_{o}) \tilde{u}]_{\nu, \mu} \), is defined as

\[
[T(r_{o}) \tilde{u}]_{\nu, \mu} = \sum_{\nu'=0}^{\nu} \sum_{\mu'=-\nu'}^{\nu'} \left[ 4\pi(-1)^\nu \frac{j_{\nu'}(k|\nu|)}{\nu} \right] \cdot \sum_{l=0}^{\nu' + \nu} j_{l}(k|\nu|) Y_{l, \mu'-\mu}(r, \omega) \tilde{G}(\nu', \mu' ; \nu, -\mu, l) \tilde{u}_{\nu', \mu'}.
\]

Here, \( \tilde{G}(\cdot) \) is the Gaunt coefficient. The translation operation is derived from the addition theorem of the spherical wavefunction [19, 20]. The translation operator \( T(r - r') \) has the following important properties:

\[
\begin{align*}
    T(-r) &= T(r)^{-1} = T(r)^H \\
    T(r + r') &= T(r)T(r') \\
    \varphi(r - r')^T T(r' - r'') &= \varphi(r - r'').
\end{align*}
\]

1.3 Sound Field Capturing Based on Infinite-Dimensional Harmonic Analysis

Here, we briefly introduce a method of estimating expansion coefficients of spherical wavefunctions of a sound field from microphone measurements [17], i.e., sound field capturing/estimation method. Let \( D \subseteq \mathbb{R}^3 \) be a source-free target capturing region, and \( M \) microphones are arbitrarily placed in \( D \). The sound field capturing problem is to estimate the expansion coefficients at the position \( r \in D \), \( \tilde{u}(r) \), using the observed signal of the microphones \( s_m \) at the positions \( r_{m,m} \in D \) (\( m \in \{1, \ldots, M\} \)).

The microphone directivity patterns are assumed to be given as their expansion coefficients \( c_{m,0,0} \) of spherical harmonic functions. By denoting the infinite-dimensional vector of the expansion coefficients \( c_{m,0,0} \) by \( c_m \in \mathbb{C}^{\infty} \), we describe the observed signal \( s_m \) as the inner product of \( c_m \).
and \( \hat{u}(r_{m,m}) \) as
\[
\begin{align*}
  s_m &= \sum_{\nu=0}^{\infty} \sum_{\mu=-\nu}^{\nu} c_{m,v,\mu}^* \hat{u}_{v,\mu}(r_{m,m}) \\
  &= c_m^H \hat{u}(r_{m,m}) \\
  &= c_m^H T(r_{m,m} - r) \hat{u}(r),
\end{align*}
\]
where the translation operator is used in the last line to relate \( s_m \) with \( \hat{u}(r) \). See Appendix for the derivation of the first line. Equation (8) can be rewritten as
\[
  s = \mathbf{z}(r)^H \hat{u}(r),
\]
where \( s = [s_1, \ldots, s_M]^T \in \mathbb{C}^M \) and \( \mathbf{z}(r) \in \mathbb{C}^{\infty \times M} \) is described as
\[
  \mathbf{z}(r) = \left[(c_1^H T(r_{m,1} - r))^H, \ldots, (c_M^H T(r_{m,M} - r))^H \right] \\
  = \left[T(r - r_{m,1})c_1, \ldots, T(r - r_{m,M})c_M \right].
\]
Here, the property of the translation operator (5) is used.

The expansion coefficient \( \hat{u}(r) \) is estimated as
\[
  \hat{u}(r) = \mathbf{z}(r)(\Psi + \xi I)^{-1} s,
\]
where \( \xi \) is a constant parameter and \( \Psi := \mathbf{z}(r)^H \mathbf{z}(r) \in \mathbb{C}^{M \times M} \). From the property in Eq. (6), the \((m, m')\)th element of \( \Psi \) becomes
\[
  (\Psi)_{m,m'} = c_m^H T(r_{m,m} - r)T(r - r_{m,m'})c_{m'} \\
  = c_m^H T(r_{m,m} - r_{m,m'})c_{m'}.
\]
Therefore, \( \Psi \) does not depend on the position \( r \) and depends only on the microphones' positions and directivities. Because the microphone directivity \( c_{m,v,\mu} \) is typically modeled by low-order functions, Eq. (12) can be simply computed in practice.

Next, we consider estimating the pressure distribution \( u(r) = \hat{u}_{0,0}(r) \) using pressure microphones. The expansion coefficient of the directivity, \( c_{m,v,\mu} \), is written as
\[
  c_{m,v,\mu} = \begin{cases} 
  1, & v = 0, \mu = 0 \\
  0, & \text{otherwise}
\end{cases}
\]
Then, estimation Eq. (11) can be simplified as
\[
  u(r) = \mathbf{k}(r)^T (\mathbf{K} + \xi \mathbf{I})^{-1} s,
\]
where
\[
  \mathbf{K} = \left[ 
  j_0(k ||r_1 - r||) \ldots j_0(k ||r_1 - r_M||) \\
  \vdots \\
  j_0(k ||r_M - r_1||) \ldots j_0(k ||r_M - r_M||) 
  \right],
\]
\[
  \mathbf{k}(r) = \left[ j_0(k ||r - r_1||) \ldots j_0(k ||r - r_M||) \right]^T.
\]

This equation can be regarded as kernel ridge regression with the kernel function of the 0th-order spherical Bessel function, which enables us to interpolate pressure distribution in a three-dimensional (3D) space with the constraint that \( u(r) \) satisfies the Helmholtz equation [15]. In a two-dimensional (2D) sound field, the kernel function is replaced with the 0th-order Bessel function.

In the sound field capturing, it is frequently impractical to capture the sound field in a large region using a single large microphone array, such as a spherical array. The estimation method described here enables us to use arbitrarily placed microphones, for example, distributed microphones [21]. Such a sound field capturing system will be useful in practical situations because of its flexibility and scalability.

### 2 SOUND FIELD REPRODUCTION PROBLEM

Suppose that \( L \) secondary sources (loudspeakers) are placed around a target reproduction region \( \Omega \subset \mathbb{R}^3 \) as shown in Fig. 1. The desired sound field at \( r \in \Omega \) is denoted by \( u_{\text{des}}(r) \) in the frequency domain. The sound field \( u_{\text{syn}}(r) \) synthesized using the secondary sources is represented as
\[
  u_{\text{syn}}(r) = \sum_{l=1}^{L} d_l g_l(r),
\]
where \( d_l \) is the driving signal of the \( l \)th secondary source, and \( g_l(r) \) is the transfer function from the \( l \)th secondary source to the position \( r \) (\( l \in \{1, \ldots, L\} \)). The transfer functions \( g_l(r) \) are assumed to be known by measuring or modeling them in advance. The goal of sound field reproduction is to obtain \( d_l \) of the \( L \) secondary sources so that \( u_{\text{syn}}(r) \) coincides with \( u_{\text{des}}(r) \) inside \( \Omega \).

We define the cost function to determine the driving signal \( d_l \) for \( l \in \{1, \ldots, L\} \) as
\[
  J = \int_{\Omega} \left| \sum_{l=1}^{L} d_l g_l(r) - u_{\text{des}}(r) \right|^2 dr \\
  = \int_{\Omega} \left| \mathbf{g}(r)^T \mathbf{d} - u_{\text{des}}(r) \right|^2 dr,
\]
where \( \mathbf{g}(r) = [g_1(r), \ldots, g_L(r)]^T \in \mathbb{C}^L \) and \( \mathbf{d} = [d_1, \ldots, d_L]^T \in \mathbb{C}^L \) are the vectors of the transfer functions and driving signals, respectively. The optimal driving signal \( \mathbf{d} \) can be obtained by solving the minimization problem of \( J \). The cost function \( J \) is formulated as the mean square error of the reproduction over the region \( \Omega \).
To incorporate the expected regional accuracy, a weighting function \( \rho(r) (r \in \Omega) \) is sometimes used as [12]

\[
J_\rho = \int_\Omega \rho(r) \left| g(r)^T d - u_{\text{des}}(r) \right|^2 dr.
\] (19)

The function \( \rho(r) \) is designed on the basis of the regional importance of the reproduction accuracy. However, in this study, we focus on the case of a uniform distribution, i.e., \( \rho(r) = 1 \), for simplicity.

### 3 WEIGHTED PRESSURE AND MODE MATCHING

Several methods of approximately solving the minimization problem of Eq. (18) have been proposed. We introduce two sound field reproduction methods, weighted pressure matching and weighted mode matching.

#### 3.1 Weighted Pressure Matching

A simple strategy to solve the minimization problem of Eq. (18) is to discretize the target region \( \Omega \) into multiple control points, which is referred to as the pressure-matching method. Assume that \( N \) control points are placed over \( \Omega \) and their positions are denoted by \( r_{c,n} (n \in \{1, \ldots, N\}) \). The cost function \( J \) is approximated as the error between the synthesized and desired pressures at the control points. The optimization problem of pressure matching is described as

\[
\begin{align*}
\text{minimize} & \quad \| Gd - u_{\text{des}} \|^2 + \eta \| d \|^2; \\
de \in \mathbb{C}^L & \quad \text{subject to} \quad d \in \mathbb{C}^L,
\end{align*}
\] (20)

where \( u_{\text{des}} = [u_{\text{des}}(r_{c,1}), \ldots, u_{\text{des}}(r_{c,N})]^T \in \mathbb{C}^N \) is the vector of the desired sound pressures, and \( G = [g(r_{c,1}), \ldots, g(r_{c,N})]^T \in \mathbb{C}^{N \times L} \) is the transfer matrix function between \( L \) secondary sources and \( N \) control points. The second term is the regularization term to prevent an excessively large amplitude of \( d \), and \( \eta \) is a constant parameter. The solution of Eq. (20) is obtained as

\[
d_{\text{PM}} = (G^H G + \eta I)^{-1} G^H u_{\text{des}}. \] (21)

Owing to the discrete approximation, the cost function of pressure matching is formulated so that the synthesized pressure corresponds to the desired pressure only at the control points. Therefore, the region between the control points is not taken into consideration. When the distribution of the control points is sufficiently dense, the pressure values at the control points are sufficient to represent the sound field in the target region. However, because the pressures at the control points are measured by microphones in practice, a small number of control points is preferable. Therefore, we consider approximating the cost function \( J \) by interpolating the sound field from the pressures at the control points. On the basis of the kernel interpolation introduced in Sec. 1.3, \( g_l(r) \) and \( u_{\text{des}}(r) \) are interpolated from those at the control points as

\[
\hat{g}_l(r) = \kappa_c(r)^T (K_c + \xi I)^{-1} g_{c,l}, \quad l \in \{1, \ldots, L\}
\] (22)

\[
\hat{u}_{\text{des}}(r) = \kappa_c(r)^T (K_c + \xi I)^{-1} u_{\text{des}}, \quad c \in \{1, \ldots, N\}
\] (23)

where \( g_{c,l} \in \mathbb{C}^N \) is the \( l \)th column vector of \( G \), and \( K_c \in \mathbb{C}^{N \times N} \) and \( \kappa_c \in \mathbb{C}^N \) are, respectively, the matrix and vector consisting of the kernel function defined with the positions \( \{r_{c,n}\}_{n=1}^N \). Then, the cost function \( J \) can be approximated as

\[
J \approx \int_\Omega \sum_{l=1}^L d_l \hat{g}_l(r) - \hat{u}_{\text{des}}(r) \|^2 dr
\]

\[
= \int_\Omega \kappa_c(r)^T (K_c + \xi I)^{-1} (Gd - u_{\text{des}})^2 dr
\]

\[
= (Gd - u_{\text{des}})^H W_{\text{PM}} (Gd - u_{\text{des}}), \] (24)

where \( W_{\text{PM}} \) is defined as

\[
W_{\text{PM}} := P^H \int_\Omega \kappa_c(r)^T \kappa_c(r)^T dr P
\]

with

\[
P := (K_c + \xi I)^{-1}. \] (26)

The resulting cost function can be regarded as the weighted mean square error between the synthesized and desired pressures at the control points. Note that the weighting matrix \( W_{\text{PM}} \) can be computed only with the positions of the control points and the target region \( \Omega \).

The optimization problem of the weighted pressure matching is formulated using the approximated cost function (24) as

\[
\begin{align*}
\text{minimize} & \quad (Gd - u_{\text{des}})^H W_{\text{PM}} (Gd - u_{\text{des}}) + \lambda \| d \|^2; \\
d \in \mathbb{C}^L & \quad \text{subject to} \quad d \in \mathbb{C}^L,
\end{align*}
\] (27)

where \( \lambda \) is the regularization parameter. This weighted least-squares problem also has the closed-form solution as

\[
d_{\text{WPM}} = (G^H W_{\text{PM}} G + \lambda I)^{-1} G^H W_{\text{PM}} u_{\text{des}}. \] (28)

The weighted pressure matching enables the enhancement of the reproduction accuracy of pressure matching only by introducing the weighting matrix \( W_{\text{PM}} \). This idea has already been applied in the context of the spatial active noise control [22, 23]. This interpolation-based sound field reproduction method is particularly effective when the region that the control points can be placed is limited.

#### 3.2 Weighted Mode Matching

Weighted mode matching is a method of solving the minimization problem of Eq. (18) on the basis of the spherical wavefunction expansion of the sound field. The desired sound field \( u_{\text{des}}(r) \) and transfer function of the \( l \)th secondary source \( g_l(r) \) are expanded around the expansion center \( r_o \) as

\[
u_{\text{des}}(r) = \sum_{\nu=0}^{\infty} \sum_{\mu=-\nu}^{\nu} \hat{u}_{\text{des},\nu,\mu}(r_o) \phi_{\nu,\mu}(r - r_o) \] (29)

\[
g_l(r) = \sum_{\nu=0}^{\infty} \sum_{\mu=-\nu}^{\nu} \hat{g}_{l,\nu,\mu}(r_o) \phi_{\nu,\mu}(r - r_o). \] (30)

By truncating the maximum order of the expansion in Eq. (30) up to \( N_{\text{tr}} \), we can approximate \( u_{\text{des}} \) and \( g_l(r) \) as

\[
u_{\text{des}}(r) \approx \tilde{u}_c(r)^T \hat{u}_{\text{des}} \] (31)
where \( \hat{G} \) and \( \hat{\hat{u}}_{\text{des}} \) are the vectors and matrix consisting of \( \hat{\psi}_{n,\mu}(r - r_o) \), \( \hat{u}_{\text{des},n,\mu}(r_o) \), and \( \hat{\hat{g}}_{l,n,\mu}(r_o) \), respectively. Thus, the cost function \( J \) is approximated as

\[
J \approx \frac{1}{\Omega} \left( \hat{G} - \hat{\hat{u}}_{\text{des}} \right)^{\text{T}} \hat{\hat{G}} \hat{\hat{u}}_{\text{des}} ,
\]

where \( \hat{\hat{G}} \) is the matrix defined in Eq. (30) as

\[
\hat{\hat{G}} := \int_\Omega \hat{\psi}(r)^{\text{T}} \hat{\psi}(r) \, dr.
\]

As in the weighted pressure matching, the resulting cost function can be regarded as the weighted mean square error between synthesized and desired expansion coefficients around \( r_o \). The weighting matrix \( \hat{\hat{G}} \) can be computed only by using the spherical wavefunctions and target region \( \Omega \). In a 2D sound field, the spherical wavefunctions in the integrand are replaced with the cylindrical wavefunctions [17]. When \( \hat{\hat{u}}_{\text{des}} \) and \( \hat{\hat{G}} \) are obtained from measurements, for example, to reproduce a captured sound field and/or to compensate for reverberation in the transfer functions of secondary sources, sound field capturing methods such as the infinite-dimensional harmonic analysis introduced in Sec. 1.3 can be applied. The optimization problem of the weighted mode matching is formulated using the approximated cost function \( J \) in Eq. (33) as

\[
\min_{d \in \mathbb{C}^2} \left( \hat{G} - \hat{\hat{u}}_{\text{des}} \right)^{\text{T}} \hat{\hat{G}} \hat{\hat{u}}_{\text{des}} + \gamma \| d \|^2 ,
\]

where \( \gamma \) is the regularization parameter. Again, this weighted least squares problem can be solved as

\[
d_{\text{WMM}} = \left( \hat{\hat{G}}^{\text{T}} \hat{\hat{G}} + \gamma I \right)^{-1} \hat{\hat{G}}^{\text{T}} \hat{\hat{u}}_{\text{des}} .
\]

The weights for each expansion coefficient are determined by the weighting matrix \( \hat{\hat{G}} \). When \( \hat{\hat{G}} \) is the identity matrix, Eq. (36) corresponds to the driving signal of standard mode matching.

\[
d_{\text{MM}} = \left( \hat{G}^{\text{T}} \hat{G} + \gamma I \right)^{-1} \hat{G}^{\text{T}} \hat{\hat{u}}_{\text{des}} .
\]

In the mode matching, the appropriate setting of the truncation order \( N_t \) for the spherical wavefunction expansion is necessary. When the target region \( \Omega \) is a spherical region of radius \( R_N = |R| \) is empirically known to be a proper truncation criterion; however, when \( \Omega \) is not spherical, the appropriate setting of \( N_t \) is not simple. In particular, the target region of the sound field reproduction is sometimes set to be around a horizontal plane because listeners can be considered not to move largely in the vertical directions.

### 3.3 Relationship Between Weighted Pressure and Mode Matching

As discussed in Sec. 3.1 and 3.2, weighted pressure and mode matching can be regarded as a generalization of pressure and mode matching. Furthermore, weighted pressure matching can be regarded as a special case of weighted mode matching. Suppose that the expansion coefficients \( \hat{\hat{u}}_{\text{des}} \) and \( \hat{\hat{G}} \) are estimated from the pressure observations at the control points \( \{r_{c,n}\}_{n=1}^N \). On the basis of infinite-dimensional harmonic analysis in Sec. 1.3, \( \hat{\hat{u}}_{\text{des}} \) and \( \hat{\hat{G}} \) are estimated as

\[
\hat{\hat{G}} := \left( \hat{\psi}(r_{\text{c}}) + \xi I \right)^{-1} \hat{\hat{u}}_{\text{des}} ,
\]

where \( \hat{\hat{G}} \) is the matrix defined in Eq. (10) and \( \hat{\hat{u}}_{\text{des}} \) is the vector consisting of secondary sources, sound field capturing methods such as the infinite-dimensional harmonic analysis introduced in Sec. 1.3 can be applied. The optimization problem of the weighted mode matching is formulated using the approximated cost function \( J \) in Eq. (33) as

\[
\min_{d \in \mathbb{C}^2} \left( \hat{G} - \hat{\hat{u}}_{\text{des}} \right)^{\text{T}} \hat{\hat{G}} \hat{\hat{u}}_{\text{des}} + \gamma \| d \|^2 ,
\]

where \( \gamma \) is the regularization parameter. Again, this weighted least squares problem can be solved as

\[
d_{\text{WMM}} = \left( \hat{\hat{G}}^{\text{T}} \hat{\hat{G}} + \gamma I \right)^{-1} \hat{\hat{G}}^{\text{T}} \hat{\hat{u}}_{\text{des}} .
\]

The weights for each expansion coefficient are determined by the weighting matrix \( \hat{\hat{G}} \). When \( \hat{\hat{G}} \) is the identity matrix, Eq. (36) corresponds to the driving signal of standard mode matching.

\[
d_{\text{MM}} = \left( \hat{G}^{\text{T}} \hat{G} + \gamma I \right)^{-1} \hat{G}^{\text{T}} \hat{\hat{u}}_{\text{des}} .
\]

In the mode matching, the appropriate setting of the truncation order \( N_t \) for the spherical wavefunction expansion is necessary. When the target region \( \Omega \) is a spherical region of radius \( R, N_t \) is empirically known to be a proper truncation criterion; however, when \( \Omega \) is not spherical, the appropriate setting of \( N_t \) is not simple. In particular, the target region of the sound field reproduction is sometimes set to be around a horizontal plane because listeners can be considered not to move largely in the vertical directions.

### 4 EXPERIMENTS

We conducted experiments to compare pressure matching, weighted pressure matching, mode matching, and weighted mode matching, which are hereafter denoted as PM, WPM, MM, and WMM, respectively. First, we show numerical simulation results. Then, experimental results obtained using real data are demonstrated.
Fig. 2. Experimental setup for numerical simulation. The target region was set as a 2D square region. Dots and crosses indicate loudspeakers and control points, respectively.

4.1 Numerical Simulation

The reproduction performances of the four methods are evaluated by numerical simulation in a 3D free field. Fig. 2 shows the experimental setup. A target region, loudspeakers, and control points were set on the \( x-y \)-plane at \( z = 0 \). Forty-eight loudspeakers were regularly placed along the border of a square with dimensions \( 2.0 \text{ m} \times 2.0 \text{ m} \). The target region \( \Omega \) was set as a 2D square region of \( 1.0 \text{ m} \times 1.0 \text{ m} \) at \( z = 0 \). The centers of these squares were at the origin. Thirty-six control points were regularly placed over the target region. In Fig. 2, the loudspeakers and control points are indicated by dots and crosses, respectively. Each loudspeaker was assumed to be a point source. The desired sound field was a single plane wave, whose propagation direction was \( (\theta, \phi) = (\pi/2, \pi/4) \) rad.

In PM and WPM, \( \mathbf{u}^{\text{des}} \) and \( \mathbf{G} \) in Eqs. (21) and (28) were given as pressure values at the control points. The expansion coefficients \( \mathbf{G} \) in Eqs. (37) and (36) were estimated up to the maximum order \( N_g \) from \( \mathbf{G} \) by infinite-dimensional harmonic analysis (11) in the mode and weighted mode matching. The desired expansion coefficients \( \mathbf{u}^{\text{des}} \) were analytically given up to \( N_g \). In MM, the truncation order was determined as \( N_g = \left[ kR \right] \), where \( R \) was set to \( 0.5\sqrt{2} \text{ m} \) to cover the target region. Furthermore, to enhance the reproduction accuracy on the \( x-y \)-plane at \( z = 0 \), the coefficients of \( v = |\mathbf{u}| \) were only used [24]. The truncation order \( N_g \) for WMM was set to 30, which is sufficiently larger than the maximum required order of MM. The regularization parameters in Eqs. (21), (28), (37), and (36) were determined at each frequency as \( \sigma_{\text{max}}^2(A) \times 10^{-3} \), where \( \sigma_{\text{max}}^2(A) \) is the maximum eigenvalue of the matrix to be inverted \( A \). Therefore, \( A \) is \( \mathbf{G}^H \mathbf{G}, \mathbf{G}^H \mathbf{W}_{\text{PM}} \mathbf{G}, \mathbf{G}^H \mathbf{G}, \) and \( \mathbf{G}^H \mathbf{W}_{\text{MM}} \mathbf{G} \) in PM, WPM, MM, and WMM, respectively. The parameter \( \xi \) in Eqs. (26) and (11) was set as \( \sigma_{\text{max}}(K) \times 10^{-3} \) at each frequency.

For evaluation measure in the frequency domain, we define the signal-to-distortion ratio (SDR) as

\[
\text{SDR}(\omega) = \frac{\int_{\Omega} |\mathbf{u}_{\text{des}}(r, \omega)|^2 dr}{\int_{\Omega} |\mathbf{u}_{\text{syn}}(r, \omega) - \mathbf{u}_{\text{des}}(r, \omega)|^2 dr},
\]

where the integration was computed at the evaluation points. The evaluation points were obtained by regularly discretizing the target region every 0.02 m.

The SDR with respect to the frequency is plotted from 100 Hz to 1,500 Hz in Fig. 3. The SDRs of MM were smaller than those of the other three methods below 1,000 Hz. This can be considered to be due to the empirical truncation and weighting for the expansion coefficients in MM. Note that the reproduction accuracy further deteriorated when all the expansion coefficients up to the truncation order were used without the extraction of \( v = |\mathbf{u}| \). The other three methods, PM, WPM, and WMM, achieved high reproduction accuracy. However, the SDRs of PM sharply decreased above 1,000 Hz. The SDRs of WPM and WMM were slightly higher than those of PM below 1,000 Hz, and they were maintained high up to 1,100 Hz. Furthermore, the plots of WPM and WMM almost overlapped below 1,200 Hz because of the equivalence between the two methods except the setting of the desired sound field, i.e., the desired pressures at the control points or desired expansion coefficients.

As an example, the synthesized pressure distribution of each method at 1,100 Hz is shown in Fig. 4. Fig. 5 is the square error distribution of each method at 1,100 Hz. In WPM and WMM, the error was particularly small around a line in the target region. This is due to the 2D placement of the loudspeakers in 3D space. The amplitude of the synthesized sound field in PM was high outside the target region. In MM, the region of small reproduction error was limited around the center of the target region. The SDRs at this frequency were 12.9, 18.0, 14.4, and 18.2 dB for PM, WPM, MM, and WMM, respectively.

Next, we consider the case that the expansion coefficients of the transfer functions \( \mathbf{G} \) are also analytically given in MM and WMM to investigate the difference between WPM and WMM. The other settings were the same as the previous ones. Fig. 6 shows the SDR with respect to the frequency. Note that the results of PM and WPM are the same as those in Fig. 3. The SDRs of MM and WMM gradually decreased, but there was no sharp decrease in SDR appeared in Fig. 3 up to 1,500 Hz. Therefore, the
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Fig. 4. Reproduced pressure distribution at 1,100 Hz. SDRs of (a) PM, (b) WPM, (c) MM, and (d) WMM were 12.9, 18.0, 14.4, and 18.2 dB, respectively.

Fig. 5. Square error distribution at 1,100 Hz for (a) PM, (b) WPM, (c) MM, and (d) WMM.

Fig. 6. SDR with respect to frequency when true expansion coefficients were used in MM and WMM.

Fig. 7. SDR with respect to number of control points at 1,000 Hz.

Fig. 8. Absolute value of weighting matrices of WPM $|W_{PM}|$ ($M = 64$) at 1,000 Hz.

sharp decrease of the SDR in Fig. 3 can be considered to be due to the limitation of the estimation accuracy of the expansion coefficients from the pressure measurements at the control points. The SDRs of PM and WPM at 1,000 Hz are plotted with respect to the number of control points in Fig. 7. In each case, the control points were regularly placed in the target region. To attain 18.4 dB of SDR, 196 control points were necessary for PM, although 64 control points were sufficient for WPM owing to the interpolation by the weighting matrix $W_{PM}$. The absolute value of the weighting matrix $|W_{PM}|$ for $M = 64$ is shown in Fig. 8.

MM and WMM does not depend on the control points in this setting. Fig. 9 shows the SDR with respect to the maximum order $N_t$ in the spherical wavefunction expansion. The black line indicates the order of $|kR|$ used as the truncation criterion for MM in the previous experiment (Fig. 3). From $N_t = 2$ to 14, the SDR of MM increased up to around 14.8 dB, and it was maintained up to $N_t = 23$. However, above $N_t = 24$, the SDR of MM sharply decreased. The SDR of WMM attained 18.4 dB above $N_t = 15$, although it was lower than that of MM between $N_t = 4$ and 12. Although the excessively large truncation order degenerates the reproduction accuracy in MM, the weighting matrix $W_{MM}$ in WMM appropriately weights the expansion coefficients to enhance the reproduction accuracy in the target region. The absolute value of the weighting matrix $|W_{MM}|$ at 1,000 Hz is shown in Fig. 10(a) up to $N_t = 7$. The index of $W_{MM}$,
denoted by $i$, corresponds to the order $ν$ and degree $μ$ as $i = ν^2 + ν + μ$. The blue line indicates the range of the indexes of the same $ν$. The diagonal elements of $|W_{\text{MM}}|$ are shown in Fig. 10(b) by sorting them with respect to $ν$ and $μ$. The weights on the expansion coefficients of MM, i.e., the extraction of the components of $\nu = |μ|$, were relatively larger than those of the other coefficients. Therefore, the empirical weighting scheme of MM is somehow reasonable. However, the weighting matrix obtained by Eq. (34) enables achieving much higher reproduction accuracy.

### 4.2 Experiments Using Real Data

We conducted experiments using impulse responses measured in a practical environment included in the recently published impulse response dataset MeshRIR [25]. The positions of the loudspeakers and evaluation points are shown in Fig. 11. Along the borders of two squares with dimensions of $2.0 \text{ m} \times 2.0 \text{ m}$ at heights of $z = -0.2 \text{ m}$ and $0.2 \text{ m}$, 32 loudspeakers were regularly placed; therefore, 16 loudspeakers were placed along each square. We used ordinary closed loudspeakers (YAMAHA, VXS1MLB). The measurement region was a square with dimensions of $1.0 \text{ m} \times 1.0 \text{ m}$ at $z = 0.0 \text{ m}$. The measurement region was discretized at intervals of $0.05 \text{ m}$, and $21 \times 21 = 441$ evaluation points were obtained; therefore, its spatial Nyquist frequency is around $3,400 \text{ Hz}$. We measured the impulse response at each evaluation point using an omnidirectional microphone (Primo, EM272J) attached to a Cartesian robot (see Fig. 12). The excitation signal of impulse response measurement was a linear swept-sine signal [26]. The reverberation time $T_{60}$ was 190 ms. The details of the measurement conditions are described in Ref. [25]. The sampling frequency of the impulse responses was $48 \text{ kHz}$, but it was downsampled to $8 \text{ kHz}$.

We compared the four methods in terms of their reproduction performance in a practical environment. The target region was the same as the region of the evaluation
points. Thirty-six microphone positions were regularly chosen from the evaluation points, which were used as control points in PM and WPM and to estimate expansion coefficients of the transfer functions $\mathbf{G}$ in MM and WMM. The expansion coefficients were estimated up to the 12th order. In MM, the truncation order was set to $N_{\text{tr}} = \min(12, \lceil kR \rceil)$ with $R = 0.5\sqrt{2}$ m and the expansion coefficients of $\nu = \lceil \mu \rceil$ were only used. Again, the regularization parameter $\xi$ in Eqs. (26) and (11) was set as $\sigma_{\text{max}}(\mathbf{K}) \times 10^{-3}$. We set the desired sound field to a single plane wave propagating to $(\theta, \phi) = (\pi/2, -\pi/4)$. The source signal was a pulse signal whose frequency band was low-pass-filtered up to 900 Hz. The filter for obtaining driving signals was designed in the time domain, and its length was 8,192 samples. For the evaluation measure in the time domain, we define SDR as

$$\text{SDR} = \frac{\int \int |u_{\text{des}}(r, t)|^2 \, dr \, dt}{\int \int |u_{\text{syn}}(r, t) - u_{\text{des}}(r, t)|^2 \, dr \, dt}. \quad (44)$$

Fig. 13 shows the reproduced pressure distributions at $t = 0.51$ s. Time-averaged square error distributions are shown in Fig. 14. In PM, a small time-averaged square error was observed at the positions of the control points, but the region between them contains large errors. The time-averaged square error of MM was small around the center of the target region, but that was high in the off-center region. In WPM and WMM, a small square error was obtained over the target region. SDRs of PM, WPM, MM, and WMM were 1.73, 3.57, 2.43, and 3.48 dB, respectively.

5 DISCUSSION

The weighting matrices in weighted pressure and mode matching, $W_{\text{PM}}$ and $W_{\text{MM}}$, were derived to enhance the reproduction accuracy of pressure and mode matching. Although the simple formulations were only shown to discuss the relationship between the two methods, the reproduction accuracy can be further enhanced by introducing directional weighting for sound field capturing and/or regional weighting for sound field reproduction [12, 16, 14]. We here discuss the difference between the two methods in detail.

Although the cost functions of the weighted pressure and mode matching are similar, the roles of the weighting matrices are different. The weighting matrix $W_{\text{PM}}$ in weighted pressure matching is derived from the interpolation of the pressure field between the control points based on the kernel ridge regression to alleviate the effect of spatial aliasing artifacts owing to the spatial sampling in the target region. In contrast, the weighted mode matching is formulated based on the spherical wavefunction expansion with the given expansion coefficients of the transfer functions and desired field. Therefore, weighted mode matching, as well as mode matching, does not suffer from spatial aliasing owing to the sound field capturing as long as the accurate expansion coefficients are given. The weighting matrix $W_{\text{MM}}$ is derived from the approximation of the original cost function $J$ in Eq. (18) instead of simply matching the expansion coefficients up to an empirical truncation order.

However, in practical situations, the expansion coefficients of the transfer functions $\mathbf{G}$ must be estimated from the microphone measurements because it is difficult to accurately model the practical loudspeakers and reverberations without the measurements. The expansion coefficients of the desired field $\mathbf{u}_{\text{des}}$ must also be estimated from the discrete set of measurements when their analytical representations are difficult to obtain. The infinite-dimensional harmonic analysis is one of the methods to estimate the expansion coefficients from the measurements. As shown in Sec.
3.3, when the expansion coefficients $\hat{G}$ and $\hat{u}^{\text{des}}$ in weighted mode matching are estimated from the pressure observations at the control points by the infinite-dimensional harmonic analysis, weighted mode matching corresponds to weighted pressure matching. In the experiments, the reproduction accuracy of these two methods were almost identical.

Because the computation of $W_{PM}$ is generally simpler than that of $W_{MM}$ and the estimation operator of the infinite-dimensional harmonic analysis in Eq. (11), weighted pressure matching is simpler for implementation compared with weighted mode matching. However, the weighted pressure matching is applicable only when the pressure measurements at the control points are available because the kernel function is derived for interpolating the pressures. When the microphones have directivity, the infinite-dimensional harmonic analysis can be applied.

Another difference is the number of parameters to represent the sound field. It has been shown that the number of expansion coefficients required for the weighted mode matching can be smaller than the number of control points required for pressure matching when the target region is a sphere in Ref. [12] (see Fig. 4 in Ref. [12]). When the target region is not a sphere, for example, a horizontal plane, as in the experiments, the representation by the spherical wavefunction expansion is sometimes redundant, and that is the reason why mode matching does not perform well in the experiments. In the experiment in Sec. 4.1, the maximum order $N_0 = 15$ required to attain 18.4 dB of SDR in weighted mode matching corresponds to 256 expansion coefficients, which is much larger than the number of control points, 64, required to attain the same SDR in weighted pressure matching. The number of control points can be further reduced by the sensor placement methods [13].

However, the weighting matrix $W_{MM}$ of the weighted mode matching is significantly sparse, as shown in Fig. 10. By extracting the columns and rows of the index set $\{k \mid \sum_x \sum_y |W_{MM,x,y}| + \sum_x \sum_y |W_{MM,k,x,y}| > \delta\}$ with $\delta = \max(|W_{MM}|) \times 10^{-3}$, the number of expansion coefficients was reduced to 120 with the same SDR. Therefore, it is possible to extract required expansion coefficients based on the weighting matrix $W_{MM}$ to reduce the number of parameters to represent the sound field. In addition, the expansion coefficients of the spherical wavefunctions are compatible with the existing ambisonics format. Their independence from the microphone positions as an intermediate representation is useful for storing and transmitting data.

Although we focused on the relationship between the weighted pressure and mode matching, a common issue for the sound field reproduction methods, including both the analytical and numerical methods, is spatial aliasing, owing to the discrete arrangement of the secondary sources. Although this issue is beyond the scope of this paper, we here briefly discuss the spatial aliasing problem in the sound field reproduction. Based on the single layer potential [27], any source-free sound field in the interior target region can be synthesized by continuously distributed point sources on a surface surrounding the target region. Because the continuous distribution is replaced with a discrete set of secondary sources in practice, the reproduction accuracy can deteriorate at high frequencies. Specifically, degradation in sound localization and coloration of reproduced sounds can occur.

In some applications such as local-field reproduction and noise cancellation, the reproduced frequency range is targeted at low frequencies; therefore, the required number of secondary sources for accurate reproduction is relatively small. The sound field reproduction for the audible frequency range requires a large number of secondary sources. Several attempts have been made to combine with other spatial audio reproduction techniques for high frequencies [28] to prioritize the flat amplitude response under the assumption that inaccurate phase distribution is acceptable at high frequencies in the human auditory system.

Nevertheless, there are several techniques to further reduce the number of secondary sources. The first technique is to reduce the number of parameters to be controlled, which makes the problem to be solved in the (weighted) pressure and mode matching overdetermined even with the small number of secondary sources. For example, by limiting the range of the target region and introducing the regional importance of reproduction, the number of control points or expansion coefficients to be controlled can be reduced. As in the experiments, the target region is frequently limited to the horizontal plane because the listeners’ ears can be assumed to be approximately on the same plane in practical situations. The second technique is the optimization of the secondary source placement [29, 13, 30]. By selecting an optimal set of secondary source positions from candidate positions in a certain criterion, the minimum required number of secondary sources and their optimal placement can be obtained. We consider that spatial aliasing due to the secondary sources is still an open issue in this field.

6 CONCLUSION

Theoretical and experimental comparisons of two sound field reproduction methods, weighted pressure and mode matching, were carried out, which can be regarded as a generalization of conventional pressure and mode matching, respectively. In weighted pressure matching, the weighting matrix is obtained on the basis of the kernel interpolation of the sound field from the pressure at the control points. The weighted mode matching is derived on the basis of the spherical wavefunction expansion of the sound field, and the weighting matrix is defined as the regional integration of the spherical wavefunctions.

When the expansion coefficients of the desired sound field and transfer functions are estimated from the pressure observations at the control points by infinite-dimensional harmonic analysis, weighted mode matching corresponds to weighted pressure matching. In this sense, weighted mode matching is more general than weighted pressure matching because the desired sound field can be given as the analytical formulation of expansion coefficients and directional microphones can also be used to estimate the expansion coefficients. The advantage of the weighted pressure matching is its simplicity for implementation. The difference in the number of parameters required to represent the sound field
is discussed through the experiments. The redundancy of
the spherical wavefunction expansion when the target re-
gion is not a sphere can be alleviated to some extent by
extracting the expansion coefficients based on the weight-
ing matrix of the weighted mode matching.
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Eq. (A1) can also be represented by plane wave expansion, where $\tilde{u}$ is the planewave weight and $\eta$ denotes the arrival direction of the plane wave defined on the unit sphere $S_2$. Suppose that a microphone with the directivity pattern $c(\eta)$ is placed at $r_o$. Then, the microphone’s response $s$ is given by

$$ s = \int_{\eta \in S_2} \tilde{u}(\eta; r_o)c(\eta)d\eta. \quad (A2) $$

When the spherical wavefunction $\varphi_{\nu,\mu}(r - r_o)$ is represented by plane wave expansion, its weight $\tilde{\varphi}_{\nu,\mu}(\eta; r_o)$ is obtained from the Funk–Hecke formula [19] as

$$ \tilde{\varphi}_{\nu,\mu}(\eta; r_o) = \frac{j^{\nu}}{\sqrt{4\pi}} Y_{\nu,\mu}(\eta). \quad (A3) $$

Therefore, the microphone’s response of the sound field represented by Eq. (A1) is described as

$$ s = \sum_{\nu=0}^{\infty} \sum_{\mu=-\nu}^{\nu} \tilde{u}_{\nu,\mu}(r_o) \int_{\eta \in S_2} \frac{j^{\nu}}{\sqrt{4\pi}} Y_{\nu,\mu}(\eta)c(\eta)d\eta $$

$$ = \sum_{\nu=0}^{\infty} \sum_{\mu=-\nu}^{\nu} \tilde{u}_{\nu,\mu}(r_o)c_{\nu,\mu}^c, \quad (A4) $$

where

$$ c_{\nu,\mu}^c = \frac{(-j)^{\nu}}{\sqrt{4\pi}} \int_{\eta \in S_2} c(\eta)^* Y_{\nu,\mu}(\eta)^*d\eta. \quad (A5) $$

Therefore, the observed signal is represented by Eq. (8). Note that generally used directivity patterns are represented by low-order coefficients of $c_{\nu,\mu}$. For example, the directivity pattern of unidirectional microphone is represented as

$$ c(\eta, \eta_{\text{dir}}) = \beta + (1 - \beta)\eta \cdot \eta_{\text{dir}} \quad (A6) $$

with the constant $\beta \in [0, 1]$ and direction of the microphone (peak of directivity) $\eta_{\text{dir}}$. Hence, $c_{\nu,\mu}$ is obtained as

$$ c_{\nu,\mu} = \begin{cases} 
\beta & v = 0, \mu = 0 \\
\sqrt{\frac{\pi}{2}} (1 - \beta) Y_1^\nu(\eta_{\text{dir}})^* & v = 1, \mu = -1 \\
\sqrt{\frac{\pi}{2}} (1 - \beta) Y_0^\nu(\eta_{\text{dir}})^* & v = 1, \mu = 0 \\
\sqrt{\frac{\pi}{2}} (1 - \beta) Y_1^\nu(\eta_{\text{dir}})^* & v = 1, \mu = 1 \\
0 & \text{otherwise} \end{cases} \quad (A7) $$

which corresponds to the case of the omnidirectional microphone Eq. (13) by setting $\beta = 1$. 

**REPRESENTATION OF OBSERVED SIGNAL**

The detailed derivation of Eq. (8) is described, which is also shown in Refs. [17, 16]. First, the sound field $u(r)$ in Eq. (A1) can also be represented by plane wave expansion around the expansion center $r_o$ as

$$ u(r) = \int_{\eta \in S_2} \tilde{u}(\eta; r_o)e^{-j\eta \cdot (r - r_o)}d\eta. \quad (A1) $$
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