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0 INTRODUCTION

Virtual reality (VR), augmented reality (AR), and gaming applications must perform 3D sound rendering within a small fraction of a single CPU core because resources are typically shared with other compute-intensive aspects of a full system, including visual rendering and character animation. At the same time, the audio rendering must remain perceptually plausible to provide consistent audio-visual cues that can enhance the sense of presence and immersion. One approach to meet these opposing goals is a parametric representation of spatial sound fields that estimates perceptually relevant aspects in an offline encoding step and efficiently decodes to 3D sound in real time.

Common parametric models include various aspects such as the time of arrival (TOA), amplitude, and direction of arrival (DOA) of the first sound and early reflections, as well as a description of the late reverberation in terms of its level and decay [1–5]. These models require algorithms to automatically extract a small set of perceptually salient early reflections given a spatial room impulse response (SRIR) for fast rendering.

Coleman et al. encoded the six loudest reflections detected from SRIRs captured with 48 microphones [1]. They used the Clustered Dynamic Programming Projected Phase-Slope Algorithm [6] to extract the TOA of the six strongest peaks from the multichannel RIRs and then applied delay-and-sum beamformers to a time window of 1.3 ms around the TOA to estimate the DOA and level of each reflection. When using first-order Ambisonics RIRs, they detected the 20 loudest peaks [2], applying the mono-channel Dynamic Programming Projected Phase-Slope Algorithm [7] to the omnidirectional channel to extract the TOAs. A time window of 1.3 ms was applied around each TOA, and a virtual cardioid microphone was steered toward the maximum energy of each window to estimate the DOAs and levels of the reflections.

Stade et al. [3] used between 50 and 200 reflections encoded from 1,202 microphones to synthesize binaural RIRs. They detected reflections by analyzing intensity matrices obtained from a plane wave decomposition of the sound field. The intensity matrices were calculated for different points in time based on short-time Fourier transforms. Reflections were selected by identifying local maxima in the
In the current study, this framework is extended to account for the effect of source elevation in the spatio-temporal windowing and masking threshold.

1 BACKGROUND

The German Standard DIN 1320 defines audible sound as “mechanical vibrations and waves of an elastic medium in the frequency range of human hearing” [16, 17]. Following this definition, Blauert [17] defines a sound event as a physical event involving sound, e.g., the sound waves emitted by a speaker.

In contrast, what is perceived by humans is defined by Blauert as an auditory event. Auditory events are often caused, determined, or elicited by sound events. However, auditory events can occur without a sound event (e.g., tinnitus), sound events do not necessarily result in auditory events (e.g., sound events below the hearing threshold), and multiple sound events might be perceived as one auditory event. In the context of room acoustics, the first sound, early and late reflections can be described as sound events with a TOA and DOA and a (frequency-dependent) amplitude and phase response. Corresponding auditory events may have other psychoacoustic qualities like loudness (not necessarily equal but correlated to the amplitude), perceived width, pitch, or distance. For human listeners, it is fair to assume that the number of auditory events necessary to capture the room acoustic impression is significantly lower than the number of sound events necessary to fully reproduce the physical sound field.

To obtain a better understanding of auditory events in the context of room acoustics, the available literature is briefly reviewed in the following. An interaural polar coordinate system shown in Fig. 1 was used because it corresponds with the mechanism of the auditory system that uses binaural cues—the interaural time and level differences—for localization in the lateral dimension and monaural spectral cues for localization in the polar dimension.

1.1 Spatio-Temporal Window

Temporal aspects of early reflections are relatively well studied as part of the precedence effect and summing localization [17–19]. In this context, it was shown that the auditory system averages incoming sound into a single auditory event up to about 1 ms after the first sound [17, chapter 3.1]. However, comb filter effects become particularly noticeable for reflections with a delay of 0.5–2 ms at least for some signal types [20].

Fewer empirical data are available for the spatial aspects of early reflections. Best et al. investigated the ability of human listeners to perceive multiple simultaneous, equally strong broadband sound sources in the frontal horizontal
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1 This study claimed that rendering the six first-order reflections was indistinguishable from the reference. The authors would like to clarify that this was not the case but a mistake in the preparation of the stimuli for the experiment. Informal listening after noting the error suggested that rendering the six first-order reflections was comparable to rendering the six loudest reflections detected by the masking threshold.
Fig. 1. Interaural polar coordinate system with the lateral angle \(\varphi\) and polar angle \(\theta\). For \(\varphi = 0, \theta = \{0, 90^\circ, 180^\circ, -90^\circ\}\) denotes sources in front, above, behind, and below the listener. The dashed circles show directions with constant lateral angle, which are each located on sagittal planes. Note that \(|\varphi| \leq 90^\circ\), and for sources from the left and right side (\(\varphi = \pm 90^\circ\)), all polar angles collapse to one point.

Fig. 2. Threshold for source separation in the horizontal plane as a function of the lateral angle of the target source. The values shown by the dots were extracted from [21, Fig. 3(e)] and linearly interpolated. The gray area indicates the spatial window outside of which two simultaneous equally strong sound sources can be perceived as individual auditory events.

**2 EXTRAPOLATING THE POLAR THRESHOLD FOR SOURCE SEPARATION**

A key component of this work is the use of spatio-temporal windowing to parameterize SRIRs into auditory events. This involves defining a spatial window in both lateral and polar directions within which no simultaneous, separate auditory events can be perceived, so that all samples lying within the window can be assigned to a common auditory event. Because auditory events arrive from all directions, this spatial window must be well-defined for all directions of incidence. As discussed in SEC. 1.1, the angular threshold for source separation in the lateral direction is mainly determined by binaural cues and is, therefore, approximately rotationally symmetric about the interaural axis. Hence, the window width in the lateral direction is described completely by Fig. 2.

In contrast, binaural cues cannot be exploited on sagittal planes (cones of confusion). Thus, it can be assumed that the auditory system uses monaural spectral cues to discriminate simultaneous sources in the polar dimension. These spectral cues change not only depending on the polar but also on the lateral angle of incidence, so that the window width in the polar direction cannot be assumed to be rotationally symmetric. Consequently, it is not trivial to extrapolate the available empirical data from the sagittal median plane to other directions of incidence.
The extrapolation method is divided into three steps: First, a metric is developed to measure the perceived difference between a single and two simultaneously active sources in the sagittal median plane (Sec. 2.1 and 2.2). Second, the conditions in which two sources are perceived as separate auditory events are reproduced, and a threshold is derived using the metric from the first step (Sec. 2.3). Third, the minimum spatial separation in which this threshold is exceeded is calculated (Sec. 2.3). These opening angles at the threshold can then be used as the spatial window widths in the polar direction.

This implies the assumptions that the perceived differences between the spectra increase monotonically beyond this point and that all concurrent sources with larger spatial separation can also be separated perceptually. This is not necessarily the case in general, but because all contributions from the spatial windows derived from this threshold would be combined into one auditory event, the priority was to conservatively determine the smallest opening angle at which two sources can be separated in order to prevent erroneous merging of auditory events.

### 2.1 Modeling the Perceived Location of Concurrent Sources

The probabilistic median plane localization model from Baumgartner et al. [28] was chosen as a metric to estimate the perceived difference between one and two active sound sources (the model is contained in the Auditory Modeling Toolbox [29]). The model compares a target head-related transfer function (HRTF) set to a set of template HRTFs and estimates a probability density function (PDF) for the perceived source elevation. The target HRTF set was obtained by summing two HRTFs: The first HRTF was kept fixed at the reference source position ($\phi_{ref}, \theta_{ref}$), while the position of the second HRTF was moved around a cone of confusion, i.e., keeping the lateral angle constant while varying the polar angle ($\phi_{test} = \phi_{ref}, \theta_{test} = \theta_{ref} + \Delta \theta$, where $\Delta \theta$ is the opening angle). This procedure was applied to an equidistant grid of reference positions $\phi_{ref}$ and $\theta_{ref}$ (in $5^\circ$ steps) and opening angles $\Delta \theta$ (in $4^\circ$ steps). The resulting PDFs were averaged across 94 unique subjects contained in the HUTUBS database [30].

Selected results for the incidence angle $\phi_{ref} = 0$, $\theta_{ref} = -50^\circ$ are shown in Fig. 4(a). For an opening angle of $\Delta \theta = 0$, reference and target HRTFs are identical. As expected, the resulting PDF, modeling the perceived position, has a narrow and distinct peak at the reference position. At opening angles of $\Delta \theta = 30^\circ$ and $\Delta \theta = 60^\circ$, the peaks become progressively wider and show their maximum between the reference position and $\Delta \theta$. In agreement with Bremen et al. [22], this suggests that the model predicts a perceived phantom sound source that is less accurately localized in these cases. At larger opening angles ($\Delta \theta = 90^\circ$ in this example), the model no longer estimates a dominant perceived source location. For these cases, multi-modal distributions start to emerge, although they are not as clear as findings shown by Pulkki et al. [23].

The PDFs for the same reference position but all opening angles $\Delta \theta$ are shown in Fig. 4(b). The PDFs of Fig. 4(a) can be found at opening angles (x-values) of $0^\circ, 30^\circ, 60^\circ$, and $90^\circ$. As described above, the PDFs show clear peaks for small to medium opening angles indicating the perception of a single (phantom) source.

Two-dimensional PDFs, as shown in Fig. 4, were computed for all reference angles and were qualitatively comparable to the discussed example. The model’s results are generally consistent with previous studies on the perception of multiple sources in the median plane. However, the model suggests that the spatial separation required for multi-modal distributions to become apparent may be larger than previously reported in studies such as [22, 23].

### 2.2 Evaluating the Difference Between Probability Distributions

Subsequently, the differences between the probability distributions for $\Delta \theta \neq 0$ and the single source case $\Delta \theta = 0$ had to be quantified. The first Wasserstein distance was chosen because it produced smooth curves that were consistent across opening angles and reference positions. It is a similarity measure for probability distributions that is also known as the Earth Mover’s Distance. Interpreting two
probability distributions as piles of earth, the Wasserstein distance gives the minimum amount of earth that has to be moved in order to convert one probability distribution into the other. Directly calculating the Wasserstein distance using Pele’s implementation [31] yielded almost identical results as generating random numbers from the distributions [32] and then calculating the Wasserstein distance using Kolbe’s implementation [33]. The second approach was computationally more efficient and was therefore used.

The resulting one-dimensional function of the opening angle, shown in black in Fig. 4(c), was obtained through this process. For $\Delta \theta = 0 = 360^\circ$, the Wasserstein distance always tends to zero because the corresponding PDF is compared to itself. With increasing opening angles, the Wasserstein distance usually increased monotonically up to a certain point. To further smooth the curves, separate linear least-squares fits were performed for positive and negative opening angles, shown as gray lines in Fig. 4(c). The fitting ranges were set to the intervals $\Delta \theta = [0, \pm 114^\circ]$ in order to minimize the overall fitting error. Varying the intervals around the optimum value had no significant influence on the results.

2.3 Applying the Threshold

To relate the Wasserstein distance to the threshold for source separation, the configuration that evoked bimodal localization in Bremen et al. [22] was reproduced ($\psi_{\text{ref}} = 0$, $\theta_{\text{ref}} = -22.5^\circ$, $\Delta \theta = 45^\circ$), resulting in a fitted Wasserstein Distance of $t_W = 30.2332$. This value was then assumed to be the threshold above which humans can perceive separate co-occurring sound sources in the sagittal median plane. In the lateral-polar coordinate system used, the arc length between adjacent polar coordinate points decreases by the factor $\cos(\psi)$ for non-zero lateral angles, which affects the Wasserstein distance in a similar manner. To account for this, the threshold for the sagittal median plane was increased for non-zero lateral angles in a final step:

$$t(\psi_{\text{ref}}) = \frac{t_W}{\cos(\psi_{\text{ref}})}. \tag{1}$$

Based on this, the fitted Wasserstein distance curves [solid gray lines in Fig. 4(c)] were intersected with $t(\psi_{\text{ref}})$ to determine the polar threshold for source separation—i.e., the minimum opening angle $\Delta \theta$ required to perceive two sound sources as separate auditory events—for all reference positions. Fig. 4(c) illustrates this process for one reference position.

Results for the polar threshold for source separation for all reference positions are shown in Fig. 5. The right and left-hand sides show the results for positive and negative opening angles, respectively. The results from Fig. 4(c) can be found here by examining the surface plot at the absolute lateral reference angle 0 and the polar reference angle $-50^\circ$. The lowest polar threshold values appear in the median plane and increase with the absolute lateral angle. Different results are obtained depending on whether the opening angle is positive or negative due to the asymmetry of the underlying HRTF sets.

Furthermore, the thresholding of the Wasserstein Distance curves takes into account not only the reference and test angles but also all directions in between, leading to direction-dependent results. For positive opening angles, the polar threshold is smaller for the frontal and rear median plane as compared to the upper median plane. For negative opening angles in the upward direction, the Wasserstein Distance often plateaued slightly below the threshold value, causing the linear fit to underestimate the resulting polar threshold in that region (except for the narrow peak seen on the left side in Fig. 5 at $\phi = 45^\circ$, $\theta = 40^\circ$). This was not deemed to be problematic because it can only lead to more conservative detection of reflections, thus never wrongly discarding or grouping important reflections.

3 ENCODING AND DECODING

This section describes the proposed pipeline to arrive at a parametric SRIR representation. As depicted in Fig. 6, the first step of the pipeline is the segmentation of the SRIR—a waveform representing the sound events—into a list of parametric auditory events—the reflections—by applying perceptually motivated spatio-temporal search windows according to SEC. 1.1. These auditory events are considered to be audible when occurring in isolation. The audibility of a single event in the presence of the remaining events is assessed in the second step by means of a masking threshold considering the spatio-temporal aspects described in SEC. 1.2. To account for the remaining energy in the SRIR, a parametric late reverberation is generated in the last step, which could be interpreted as a non-directional auditory event.
At the end of the pipeline, parametric SRIRs were evaluated against the reference by means of physical and perceptual analyses.2

3.1 Spatial Room Impulse Responses

A dataset of SRIRs was generated for testing. It was computed based on a hybrid room acoustical simulation using an image source model (ISM) for the early reflections and stochastic decaying noise for the late reverberation [34]. This dataset served as a reference for the perceptual evaluation to ensure that differences between the reference and the parametric approach can almost exclusively be attributed to differences in the rendering of early reflections. For the sake of simplicity, all simulations used frequency-independent boundary reflectivity and omnidirectional sources. The hybrid ISM model was used to generate SRIRs for nine shoebox-shaped empty rooms for all combinations of three room volumes \( V = \{200; 1,000; 5,000\} \) m\(^3\) and reverberation times \( T_{60} = \{0.5, 1, 2\} \) s. The ratio of each room’s length, width, and height was set to 1.9:1.4:1. Uniform absorption coefficients were calculated according to Sabine’s formula to match the target reverberation times.

To make sure that all perceptually relevant early reflections are included in the simulation, the image source model was used up to 1.5 times the estimated perceptual mixing time given by \( T_{\text{mix}} = 0.0117 V + 50.1 \) ms [35]. The late reverberation was modeled as decaying white Gaussian noise, and its sample-wise DOA was drawn from a uniform random distribution. An exponential fade-in that started at the position of the direct sound with a level of –60 dB with respect to the level at 1.5 \( T_{\text{mix}} \) was applied to the late reverberation to achieve a smooth transition between the early and late part. Three receiver positions were considered per room (cf. Fig. 7): (i) at a distance of two times the critical distance [36, Eq. (5.39)] with respect to \( T_{60} = 0.5 \) s from the source close to the center of the room; (ii) 1 m from a wall, to get a strong back wall reflection; and (iii) 1 m from two walls in a corner, to get strong second-order reflections. Sources and receivers were positioned at a height of 1.6 m.

Fig. 6. Flowchart of encoding and decoding chain.

Fig. 7. Sketches of the small ISM room including the source position (circle), receiver positions (dots), receiver viewing directions (arrows), and symmetry axes (dashed).

3.2 SRIR Segmentation

First, the early part of the SRIR between the direct sound and \( t \leq 200 \) ms after the direct sound was segmented into auditory events. The direct sound TOA was estimated using a first-moment onset detector based on the cumulative energy of the omnidirectional SRIR channel \( p_{\text{omni}} \), which proved to provide spatially smooth estimates for large numbers of source/receiver positions [4, Eq. (15)]. The 200 ms were used as a conservative value that well exceeds estimates of the perceptual mixing time [35, 37], which could alternatively be used as an upper limit.

The segmentation was done iteratively by (1) finding the sample in the SRIR with the largest absolute value; (2) assigning all samples within the spatio-temporal window around that sample to this new auditory event; (3) estimating the TOA, DOA, and amplitude of the auditory event using all assigned samples; and (4) removing all corresponding samples from the SRIR. This process was repeated until no non-zero samples remained in the SRIR, and consequently, all samples in the SRIR were assigned to auditory events. The definition of the spatio-temporal window and the parameter estimation are detailed in the following section.

3.2.1 Spatio-Temporal Window

An asymmetric temporal window centered around the TOA \( \tau \) was used to select contributions of the SRIR that belong to each auditory event. The TOA estimation is described in the next section. The window starts at \( \tau_1 = 0.5 \) ms before \( \tau \) to account for the pre-ringing of band-limited signals and ends \( \tau_2 = 0.8 \) ms after \( \tau \) to model summing localization of coherent sources, i.e., the time in which the

\[ \text{Sample code, SRIRs, and binaural renderings are available at } \text{https://github.com/microsoft/Perceptual_saliency_of_early_reflections.} \]
auditory system averages incoming sound to form a single auditory event [17, chapter 3.1]. In a previous study, a value of 1 ms was used [15]. Here, it was adjusted to 0.8 ms to ensure that the very first early reflection\(^3\) (in many cases the floor reflection) was never grouped with the direct sound, because the grouping of reflections would neglect possible comb filter effects that might occur, altering the timbre of the direct sound [9, 20], which was noticeable during informal listening.

The lateral width of the window as a function of the DOA was obtained as illustrated in Fig. 2, i.e., by interpolating empirical data from Best et al. [21] to the DOA of the auditory event. The estimation of the DOA is described in Sec. 3.2.2. The polar width was linearly interpolated from the values obtained in Sec. 2.

### 3.2.2 Parameterization of Auditory Events

Auditory events were each parameterized by a TOA, DOA, and amplitude. The TOA, \(\tau\), was taken as the time of the absolute maximum of \(p_{\text{omi}}\) within the spatio-temporal window. The amplitude was calculated as the RMS average of all samples within the spatio-temporal window as defined in Sec. 3.2.1:

\[
a_0 = \left( \frac{1}{\tau_2 + \tau_1} \int_{\tau_1}^{\tau_2} p^2(t) \, dt \right)^{1/2}.
\]

To reflect the fact that the auditory system exploits different mechanisms for localization in horizontal and median planes [17], the DOA was calculated separately for the lateral and polar angle using the weighted average,

\[
\phi_0 = \frac{1}{\tau_2 + \tau_1} a_0 \int_{\tau_1}^{\tau_2} p^2(t) \psi(t) \, dt,
\]

and the circular weighted average,

\[
\theta_0 = \angle \left( \int_{\tau_1}^{\tau_2} p^2(t) e^{-j\phi(t)} \, dt \right),
\]

with \(\angle(\cdot)\) denoting the angle of a complex number and \(j = \sqrt{-1}\) the imaginary unit. The weight \(p^2(t)\) was chosen to approximate the level dependence of summing localization [17, chapter 3.1]. For simplicity, perfect summing localization was also assumed for the polar angle, although this assumption holds only partially [22, 38].

### 3.3 Masking Threshold

In the second stage of the process, a masking threshold was employed to eliminate potentially inaudible early reflections and diffuse reverberation. This threshold was implemented with both temporal and spatial dependencies, taking into account that the audibility of a reflection is influenced by its delay and spatial separation from the direct sound.

---

\(^3\) This arrived shortly after 0.8 ms or later in the test cases.

---

![Fig. 8. Lateral dependence of the masking threshold function with a dynamic range of 10 dB for direct sound angles of \(\phi = \{0, 22.5, 45, 67.5, 90\}^\circ\) (solid dots). The circled –5 dB points, defining the window width, are taken from Fig. 2. Note that the lateral angle does not exceed 90\(^\circ\) in the chosen coordinate system. Curves are offset in level for visibility.](image-url)
conceptual distinction between early and late reflections is irrelevant to the masking threshold and was only used as a criterion for parameter tuning. Late reflections arriving after the mixing time that exceed the masking threshold are therefore treated as (early) reflections by the proposed algorithm. This can be observed in Fig. 10.

Examples of detected reflections in the empty shoebox room \((V = 1,000 \text{ m}^3; \text{RT} = 0.5 \text{ s})\) are shown in Fig. 10. The spatio-temporal evolution of the masking threshold, calculated independently in the lateral and the polar direction, is visible in the top row of Fig. 10. The lateral dependency is best observed in the center row, where relatively loud contributions around \(\phi = 0\) were discarded for \(t \gtrsim 40 \text{ ms}\). The influence of the polar dependency is best observed in the bottom row, where the ceiling reflection at \(\theta = 45^\circ\) was detected. For \(t \gtrsim 50 \text{ ms}\), multiple SRIR samples were often grouped and detected as one reflection.

3.4 Selection of Early Reflections

In the next step, a fixed number of reflections were selected from the list extracted in the previous step to account for the available computational resources or desired degree of realism. Three simple selection methods were initially considered in a previous study: (i) Use the \(N\) first reflections, (ii) the \(N\) loudest, or (iii) the \(N\) reflections that exceed the masking threshold function the most [15]. The first approach had a tendency to favor early second-order reflections over louder but later-arriving first-order reflections. This also caused an imbalanced selection of reflections arriving from the left and right in the tested cases. The exceed method led to a more balanced selection with respect to the lateral angle but always discarded the floor reflection. The loudest reflections were used because this avoided these problems and is similar to the approach of Coleman et al. [1, 2].

3.5 Late Reverberation Encoding

The late reverberation was encoded from the residual RMS energy, i.e., the energy of the SRIR without the direct sound and the \(N\) selected early reflections. The residual energy was calculated for non-overlapping blocks of 256 samples at a sampling rate of 44.1 kHz. For parameter reduction, the RMS estimates in decibels were approximated by least-squares fitting of two first-order polynomials. The first polynomial starts at the direct sound TOA and ends at the TOA of the last rendered early reflection. The second
with an amplitude of $a_i$ monics of order 35 and added to the binaural RIRs were interpolated to the exact DOAs using spherical HRTFs from the FABIAN HRTF database [41, 42].

3.6 Decoding

The direct sound and early reflections were rendered using HRTFs from the FABIAN HRTF database [41, 42] that were interpolated to the exact DOAs using spherical harmonics of order 35 and added to the binaural RIRs at $\tau_i$ with an amplitude of $a_i$. The late reverberation was modeled by Gaussian white noise with a diffuse-field interaural cross-correlation [43]. The noise was multiplied with the polynomials estimated from the RMS residual energy to achieve the desired temporal shape [cf. Fig. 11(b)]. Computationally cheaper possibilities would be to use feedback delay networks [44] or velvet noise [45]. Using multiple instances with fixed but differing reverberation times in a send-bus-like approach could further increase the performance for gaming use cases with numerous sources [4].

4 PERCEPTUAL EVALUATION

As a proof of concept, the ability of the proposed algorithm to detect and select salient early reflections was evaluated in a listening test through a comparison between the parametric renderings and the reference. A more detailed qualitative analysis of the small dry room in a previous study showed that other qualities such as the perceived tone color, source position, distance, width, and externalization correlated with the overall difference ratings [15]. To focus on the detection of early reflections and eliminate any effects of the decoding chain, the evaluation was restricted to the renderings of the shoebox rooms described in SEC. 3.1, because these reference stimuli could be generated with the same processing described in SEC. 3.6.

4.1 Listening Test Stimuli

The reference was obtained by a direct binaural rendering of the SRIRs from the ISM. This was done by applying HRTFs from the FABIAN database—the same as used for the parametric rendering—to all reflections from the ISM. The late reverberation as generated in Sec. 3.1 was binauralized as described in Sec. 3.6. This ensured that differences between the test conditions and the reference could almost exclusively be ascribed to the rendering of early reflections. Parametric renderings of the small room ($V = 200 \text{m}^3$), including all reverberation times $T_{60} = \{0.5, 1, 2\}$ s in the center and corner receiver positions with $N = \{0, 3, 6, 9, \text{all}\}$ audible reflections (i.e., the $N$ loudest reflections that were marked audible by the masking threshold) were chosen as test conditions. The RMS levels of the test conditions were adjusted to the reference to exclude loudness as a cue. The loudness across the rooms was adjusted using RMS normalization. Anechoic male speech was used as audio content (first 5 s from track 50 of the EBU SQUAM CD).

4.2 Study Protocol

Forty subjects participated in the listening test (eight female, 31 male, one unspecified, mean age 30 years) with an average of 3.1 h of audio-related tasks per day. Out of these participants, 26 had previously taken part in listening tests.

The experiment was conducted online over a web interface [46] with a modified version of the MUSHRA method [47]. The participants were first asked to set the volume of the headphones to match the loudness of the test stimuli to that of a male person speaking at a distance of 3 m. After an introduction to the user interface, a brief training was given to familiarize the subjects with the rating procedure. The training contained an exemplary stimulus and the corresponding references to cover the range of differences to be expected during the test. The subjects were then asked to rate the differences and were instructed to rely on their own interpretation of “large” differences but to remain consistent throughout the test. The subjects were told to take their time at will and to listen to the stimuli as often as, and in any order they wanted.

The presentation order of reverberation times and receiver positions was randomized, resulting in six ratings per screen ($N$ loudest, all audible, and hidden reference; also in randomized order). The stimuli for each of the six used room/receiver configurations were presented on a separate page. The subjects spent an average of 17 min on the test (not including the training procedure).

4.3 Analysis and Results

Fig. 12 shows the median ratings and 95% bootstrapped confidence intervals (non-parametric resampling, bias-corrected, and accelerated calculation). The median ratings across all rooms are $\bar{\mu} = \{0.4, 0.34, 0.25, 0.22, 0.15, 0\}$ for $N = \{0, 3, 6, 12, \text{all ref}\}$. Because of the ratings not being normally distributed, multilevel models, which only

---

require normally distributed residuals [48], were used for the statistical analysis. The model for difference accounts for $R^2 = 50\%$ of the variance (marginal $R^2 = 31\%$ [49]) and the main effects of the three factors (number of reflections, receiver position, and reverberation) were determined to be statistically significant ($p < 0.001$).

The reflections have the largest effect, and differences clearly decrease with increasing $N$ (estimated marginal means $\mu = [0.42, 0.34, 0.29, 0.27, 0.18, 0.09]$ for $N = \{0, 3, 6, 12, \text{all, ref}\}$), which accounts for 34% of the variance [50, Eq. (20.30)]. Difference ratings are lower in the center than in the corner receiver position ($\mu = [0.22, 0.31]$ for $\{\text{center, corner}\}$), accounting for 9.7% of the variance. In the dry room, the difference was rated lower than in the medium and wet room ($\mu = [0.23, 0.28, 0.29]$ for $RT = \{0.5, 1.2\}$ s), accounting for 4.8% of the variance.

Dunn-Šidák corrected pairwise comparisons showed statistically significant differences ($p < 0.001$) between almost all levels of each factor. The only exceptions are the ratings of $N = 6$ compared to $N = 12$ [$p = 0.812$, cf. Fig. 12(b)] and the ratings of the medium and wet room [$p = 0.369$, cf. Fig. 12(d)].

Additionally, first-order interactions show that for $N = \{0, 3, 6, 12\}$, the ratings are higher in the corner than in the center receiver position. In contrast, the listener position does not influence the ratings for all audible and the hidden reference.

Notably, some subjects failed to correctly identify the reflection and gave non-zero ratings for some conditions. The statistical analysis was run with and without excluding those subjects to assess their effect on the results. Because the general findings (significant effects and effect sizes) were almost identical in both cases, all subjects were included in the above analysis to improve its robustness.

## 5 DISCUSSION

This section discusses the performance of the reflection detection and selection algorithm on simulated SRIRs and the results of the perceptual evaluation.

### 5.1 Physical Evaluation

Applying the masking threshold reduced the number of reflections drastically. In the small rooms, the masking threshold detected 24–42 audible reflections. This is a reduction of 63%–81% considering the 115–129 image sources before the perceptual mixing time [35]. In the medium and large rooms, the reduction rates were lower (5%–53% in the medium rooms, 32%–84% in the large rooms). The lower reduction rates were mainly due to a significantly smaller number of image sources before the mixing time (38–45 in the medium and large rooms) and, thus, fewer inaudible reflections. Also, in those rooms, multiple reflections were often being summed to auditory events whose energies exceeded the masking threshold [an example of this can be seen after the mixing time in Fig. 10(a)]. The summing of multiple reflections into auditory events is not entirely preventable and happens more often the closer the reflections are in time, so the masking threshold should be tuned further to suppress these events after the mixing time.

The polar dependency of the masking threshold helped select the ceiling and floor reflections more often. The floor reflection was determined to be audible in all rooms, and the ceiling reflection was detected in most cases. It was discarded in the medium room in the corner position and in the large room with medium reverberation time. In these cases, the opening angle between the direct sound and ceiling reflection was below the polar threshold for source separation ($\theta = 37.5^\circ$ in the medium room and $\theta = 38^\circ$ in the large room). Reflections from the front wall (as viewed from the receiver, cf. Fig. 7) were suppressed in all cases for the wall receiver position, where the front wall reflection arrives from the same direction as the direct sound. In the other cases, both front and back wall reflections were detected.

When the receiver was positioned close to the corners of the room facing away from the walls, the polar dependency of the masking threshold helped to detect strong and early second-order reflections arriving from behind the listener. In informal listening, this improved the perceived auditory impression compared to cases with the threshold’s polar dependency disabled. Moreover, rendering of the six loud-
verberation [15], so more reliable results for this condition may be obtained by directly comparing stimuli for varying degrees of reverberation but the same number of rendered reflections on a single rating screen.

It is worth noting that ratings for the hidden reference condition displayed small deviations from zero. Some participants assigned large differences even when they reported that the differences were barely audible during the open-ended questions at the end of the test. It is possible that participants believed that failing to report differences would reflect poorly on their performance, leading to an exaggerated rating of differences, or that factors such as the background noise and playback level that could not be fully controlled during the online experiment caused these issues.

To avoid this, an anchor could have been used, and the subjects could have been instructed to always use the entire scale. However, in this case, it was challenging to identify an appropriate anchor because of the complex and nuanced nature of the stimuli being tested. To this end, the authors considered the condition that contained only the direct sound followed by the diffuse late reverberation to be the most suitable and meaningful anchor-like stimulus. The authors intentionally avoided using the entire rating scale to preserve potential differences between test conditions across multiple rating screens. As such, a multilevel model was chosen to be employed for the statistical analysis, which can partially account for the different rating behavior of the subjects by means of the estimated random intercepts.

6 FUTURE WORK

So far, the perceptual evaluation was restricted to the overall perceived difference between renderings, focusing on the detection and selection of reflections rather than other parts of the encoding and decoding chain. The influence of the windowing and masking threshold parameters on the auditory impression remains to be investigated in a detailed analysis. For instance, it will be of interest to see if the results for the polar threshold for median plane source separation derived in Sec. 2 can be validated in a listening test.

At this development stage, the encoding did not consider frequency-dependent rendering, directional sound sources, directional late reverberation, and diffuse reflections. Whereas the current encoding of early reflections would already be able to account for directional sources, the other aspects would require special processing. Frequency-dependent rendering could be achieved by estimating reflection filters as proposed by Arend et al. [51] in combination with a frequency-dependent analysis and reproduction of the late reverberation (cf. [1, 4, 52, 53]).

Diffuse reflections could be considered by adjusting the masking threshold, taking into account increased sensitivity of up to 8 dB for diffuse reflections [40]. The diffuseness of a reflection might be assessed by comparing its temporal structure against an ideal band-limited pulse in combination with an analysis of the variance in the sample-wise DOA estimate of the reflection. Only after these factors are con-
sidered would it be sensible to test the suggested approach on more complex input data like band-limited simulations or acoustically measured data. Although the general applicability of the encoding stage to band-limited input was shown in Brinkmann et al. [15, Fig. 3, left], it might be expected that the image-source–based simulations used in this study represent the best possible input data and thus might be considered an upper performance limit.

The effect of strong (late) reflections that are perceived as echoes could be accounted for by using an additional echo threshold during the encoding stage. Such a threshold is already implemented but was not discussed here for brevity [15]. For reflections exceeding the echo threshold, the calculation of the masking threshold would reset from the DOA and the amplitude of the direct sound to that of the echo from that point on.

Listener translation could be implemented similarly to Arend [51] or Müller and Zotter [8, 54]. However, translation and head rotations are challenging because they change the DOA of the direct sound and reflections, thus constantly updating the masking threshold and, consequently, the selected reflections. This might be solved by moving the spatial dependency of the masking threshold from the encoding to the decoding stage, which, as a side effect, would cause more detected reflections to be stored in the parametric SRIR.

For scenarios in which the source and listener may translate, parameters must be encoded offline for numerous spatial source–listener location pairs in large scenes [4]. This poses additional challenges regarding spatial smoothness. A previous investigation in a nonempty room suggests that the extracted parameters vary smoothly over space for the most part, but discontinuities necessarily occur when a reflection’s level crosses the threshold function [15]. Although the perceptual evaluation indicates audible effects if excluding all inaudible reflections, the reflection would pass the threshold individually, which potentially mitigates artifacts related to activating and deactivating single reflections. Considering absolute sound levels as Green and Kahle [55] did will be difficult, assuming that the playback level will be user-controlled in most cases.

7 CONCLUSION

The authors propose a parametric encoding of SRIRs with a focus on detecting and selecting perceptually salient early reflections. In principle, it can be applied to any SRIR that includes DOA information. The encoding technique utilizes a novel spatio-temporal windowing method for segmenting SRIRs into auditory events, which are then parameterized. Salient early reflections are selected using perceptually motivated masking thresholds. The proposed encoding was evaluated against reference simulations obtained using image sources and stochastic late reverberation. Applying the reflection selection algorithm produced minor differences, which were noticeable in direct comparison. The perceptual transparency of the encoding and decoding chain was not evaluated as a whole.
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