Effects of Head-Tracking Artefacts on Externalization and Localization in Azimuth With Binaural Wearable Devices
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Head tracking combined with head movements have been shown to improve auditory externalization of a virtual sound source and contribute to the performance in localization. With certain technically constrained head-tracking algorithms, as can be found in wearable devices, artefacts can be encountered. Typical artefacts could consist of an estimation mismatch or a tracking latency. The experiments reported in this article aim to evaluate the effect of such artefacts on the spatial perception of a non-individualized binaural synthesis algorithm. The first experiment focused on auditory externalization of a frontal source while the listener was performing a large head movement. The results showed that a degraded head tracking combined with head movement yields a higher degree of externalization compared to head movements with no head tracking. This suggests that the listeners could still take advantage of spatial cues provided by the head movement. The second experiment consisted of a localization task in azimuth with the same simulated head-tracking artefacts. The results showed that a large latency (400 ms) did not affect the ability of the listeners to locate virtual sound sources compared to a reference headtracking. However, the estimation mismatch artefact reduced the localization performance in azimuth.

0 INTRODUCTION

Head tracking combined with head movements enables dynamic binaural synthesis of virtual sounds. By retrieving the listener’s head movements and position with a head-tracking device, binaural room impulse responses (BRIRs) can be selected accordingly while achieving real time convolution. This is necessary to render a realistic and plausible auditory experience of sound sources for which the position remains valid regardless of the listener’s orientation. This dynamic sound reproduction can help resolve front-back confusions [1] and thus improves the localization performance. Moreover several studies have shown that head tracking combined with head movements can improve the perception of externalization [2–4].

A head-tracking algorithm based on two three-axis accelerometers was developed in [5]. The algorithm design was constrained by the limitations of the used wearable hearing devices. Thus, it could not rely on gyroscopes or magnetometers that are conventionally used to ensure a robust estimation of the head orientation in azimuth. Consequently, tracking artefacts were reported with this algorithm. The goal of this article is to evaluate the effects of such artefacts on the perception of a non-individualized binaural synthesis algorithm designed for wearable binaural communication devices (e.g., hearing devices or hearables). The present study focused on auditory externalization and localization in azimuth.

0.1 Head Tracking and Auditory Externalization

In the second experiment reported in [2], listeners had to either keep their head stationary or rotate their head between −15° and 15°, while head tracking could be active or not. The stimuli were generated using individualized BRIRs and “head-absent” IRs measured with two microphones on a stereo bar. Additional stimuli were obtained using linear interpolation of the two types of IRs to generate hybrid impulse responses. The results revealed that head tracking combined with head movements could improve externaliza-
tion in the case of “head-absent” IRs, suggesting that head tracking brings potentially more improvement in the case of non-individualized binaural synthesis. In the case of individualized BRIRs, head movement without head tracking drastically reduced the perceived externalization. However, the combination of head tracking with head movements did not significantly improve externalization compared to conditions with no head movements. Indeed, externalization is already high with individualized BRIRs, leaving little room for improvement from head movement.

Hendrickx et al. [3] found that head movements combined with head tracking could significantly improve externalization with non-individualized binaural synthesis, for frontal and rear sources in particular. The protocol required participants to make controlled head movements for every stimulus, and allowed more time to complete the movement compared to previous studies, i.e., 6.5 s vs. less than 3 s. The participants rated externalization while they remained static after completing the movement. This was to ensure that potential improvements provided by the head movement was not only because of the lateralization, and remained after completion of the movement. It was found that head tracking in combination with head movements substantially increased externalization compared to the conditions for which the listeners did not move their head. Head tracking combined with head movements also enhanced externalization for lateral and frontal sources compared to conditions with head movements but no head tracking, as found in [2].

A similar protocol was used in [4] with frontal sources, but the experiment additionally included a condition with virtual source movements with various trajectories while the head remained stationary. The main conclusion was that for both source and head movements, only large movements increased the perception of externalization, whereas small movements did not affect it.

In [6], non-individual BRIRs were measured in a listening room and truncated to different lengths (from 2.5 to 120 ms). Speech and music signals were convolved with those BRIRs, and the resulting binaural signals were presented over headphones to eight participants, who did or did not perform a large head motion. The results suggest that the improvement in perceived externalization with head movements was smaller for longer BRIR lengths. The study concluded that head movements combined with head tracking can significantly improve the perceived externalization for virtual sound sources synthesized with short BRIRs, for frontal sound sources in particular. In their study, this corresponded to BRIRs that were shorter than 10 ms. For longer BRIRs, they found that head movements had no influence on the perceived externalization of virtual sound sources. Such stimuli may indeed already be well externalized.

A few earlier studies suggested that head tracking combined with head movements might have a weak effect or no effect at all on the perception of externalization [7, 8]. Nevertheless, in [8] lateral and frontal azimuths were mixed in the analysis; hence, the potential improvement brought by head tracking for frontal sources could not be observed. Moreover, the head movement duration was probably too short to allow the listener to take advantage of them, as suggested by the authors. The same limitation can be mentioned in [7] where only a small effect of head-motion on externalization was found.

### 0.2 Head Tracking and Localization

Wallach [1] suggested that dynamic cues associated with head movements, such as ITDs and ILDs, were necessary to resolve front-back confusions, in the auditory localization of a sound source. Fixing the head of a listener has been shown to yield a large increase in front-back confusions [9]. Multiple studies showed that when listeners are free to move their head, they are more accurate at localizing a sound source than when their head is fixed or constrained, mostly owing to the front-back resolution [10–13]. In [8], head movements combined with head tracking improved localization performance of virtual sources compared to static rendering. A larger improvement was found with non-individualized head-related transfer functions (HRTFs).

### 0.3 Impact of Head-Tracking Artefacts on Spatial Perception

In the literature, the studies assessing the effect of head-tracking artefacts on the perception of binaural spatialization mainly focused on the effect of tracking latency. In [14], the impact of head-tracking latency on the localization of broadband sounds was first investigated. An increase of localization errors was found for brief sounds with latencies larger than 70 ms. An increase in the time required to locate a continuous sound source was found with latencies larger than 90 ms. The results suggest that head-tracking latencies lower than 60 ms might be acceptable for most virtual audio applications. In a subsequent study, they found that some listeners were able to detect latencies of 60–70 ms for isolated sounds. In a second part of this experiment, the delayed target sounds were presented in conjunction with a reference tone with minimal possible latency, that was co-located with the virtual sound source. In this case, their detection thresholds were approximately 25 ms lower. Hence, the results suggest that a latency of 30 ms or less should be difficult to detect even in complex virtual auditory scenarios.

In [15], only a single source was used, and the values for detection of latency had a mean and standard deviation of about 100 ms and 30 ms respectively (pooled threshold values), and the minimum detected latency was around 50 ms. The nature of the stimulus, as well as the reverberant vs. anechoic condition did not affect those results. In [16], the stimuli consisted of either a single frontal sound source or a complex sound scene including five sources. The study aimed at investigating to which extent the spatial stability of sound sources in binaural reproduction was influenced by head-tracking latency. The results suggest that with an increase in latency, the source instability was more audible with the single source. In this case, the threshold was 10 ms lower compared to the complex sound scene.

The effect of head-tracking artefacts on localization performance was investigated in [17] with an anechoic binaural spatialization. It was found that the average localization
accuracy was not significantly degraded until the system latency reached a threshold of 96 ms and the tracking update rate was decreased down to a threshold of 10 Hz. The evaluation of the effect of head-tracking latency on externalization was addressed in [18]. The author found that latency up to 500 ms did not affect externalization. However, the study was conducted with only five participants.

0.4 Goal of the Study

The present study evaluates to what extent head-tracking artefacts potentially happening in scaled-down head-tracking algorithms, might affect spatial perception. In particular, this study describes two experiments, which aim to assess the effect of those artefacts on auditory externalization and performance in localization respectively. The binaural rendering used in this experiment is also adapted to the constraints of wearable hearing devices, with the use of non-individualized and low-computational cost spatialization algorithms. The results were expected to assess the advantages provided by the head-tracking algorithm described in [5] for binaural synthesis in the context of remote microphone systems for wearable devices.

1 SPATIALIZATION ALGORITHM AND SIMULATED ARTEFACTS

1.1 Binaural Synthesis Algorithm

The algorithm used in this experiment is designed to spatialize a remote microphone signal in the context of wearable communication devices. The algorithm, described in [19], aims at improving auditory externalization by introducing early reflections (ERs) in the remote microphone signal. It consists in superimposing synthesized non-individual ERs to a direct sound generated with anechoic generic HRTFs as depicted in Fig. 1.

The spatialized direct sound is generated using non-individual HRTFs approximated by a minimum-phase filter and pure time delays for the direct sound, and the correct pair of BRIRs for the artificial ERs. The independent gain between the direct sound and the ERs allows to achieve any desired direct-to-reverberant ratio (DRR).

1.2 Head-Tracking Conditions

Three main head-tracking conditions were used in the experiments: a reference and two different types of artefacts. These artefacts were simulated by artificially degrading a reference tracking in real-time, in order to obtain replicable artefacts across stimuli and subjects.

1.2.1 Reference

When all the necessary sensors, i.e., gyroscopes, accelerometers and magnetometers are available, a reliable and accurate estimation of the head yaw position can be achieved. For this, a low-latency attitude and heading reference system (AHRS) device (NGIMU1) was used to obtain a reference estimation. The total tracking latency was estimated to an average of 42 ms ($\sigma = 7$ ms).

1.2.2 Latency

The first type of artefact consists of a simple delay compared to the reference. When listening to a sound source in real life, there is no perceivable latency between the movements of the listener and the consequent changes in the sound reaching their eardrums. However, most virtual display systems introduce a certain amount of delay due to the inherent latency of the tracking device itself, the communication delay between that device and the audio display, the selection of the appropriate HRTFs, and the subsequent audio processing. In this study, the latency was simulated by applying a delay on the reference estimation. After informal pre-test sessions, it was decided to test a single and large latency value of 400 ms in the experiments. An example measurement of the reference and the related latency simulation is depicted for a simple motion in Fig. 2(a).

1.2.3 Yaw Estimation Mismatch

A head-tracking algorithm relying solely on the use of two three-axis accelerometers was developed in [5]. One of the main limitations of this algorithm comes from the difficulty in tracking slower parts of the motion, as the low values of accelerations have amplitudes too small to be distinguished from the noise of the accelerometers. Hence, the algorithm relies on freezing the computation when such values of accelerations are reached to avoid drifting associated with the integration of noise. This results in parts of the motion being missed when reaching final positions, and an underestimation of the absolute values of the yaw estimation.

Using the corresponding prototype with the embedded accelerometers and the developed algorithm would lead to unpredictable variations in the artefacts experienced by the

---

1https://x-io.co.uk/ngimu/.
listeners. Thus, it was decided to simulate a degraded estimation $\gamma_{w_r}$ mimicking the behavior of the developed algorithm by alteration of the reference tracking $\gamma_{w_r}$ obtained with the AHRS device. A method yielding similar results was implemented using the computation described in Appendix A. The value of $\gamma_r$ was set empirically to 0.8, which leads to similar range of errors as the algorithm in [5]. An example of the resulting artefact estimation is depicted in Fig. 2(b).

2 PARTICIPANTS

Thirty naive listeners took part in both experiments (15 female, 15 male, average age $= 23.9$ years). All the listeners were self-reported as having normal hearing. For each participant, the two experiments were performed on different days, in order to limit the influence of listening fatigue. Half of the participants started with the externalization experiment, while the other half started with the localization experiment. A minimum of one week between the two experiments was ensured for each participant, to limit the effect of training with the non-individualized HRTFs and BRIRs used in the binaural synthesis. The gap between the two sessions was on average 2.1 weeks ($\sigma = 2.2$ weeks).

3 EXTERNALIZATION EXPERIMENT: PROTOCOL

3.1 Setup

The experimental setup was installed in a listening room (volume $= 125$ m$^3$, $RT_{60} = 0.17$ s). All stimuli were played through a pair of open headphones (Audeze LCD-2C) driven by a headphones amplifier (Lake People HPA RS 02). A low latency audio interface (RME Babyface Pro Fs) was used to play back the sounds from the Simulink implementation of the spatialization algorithm. The AHRS device was mounted on top of the headphones in order to track the head motions. The sampling rate was set to 50 Hz for the data acquisition from the device to a dedicated Simulink model. Data transmission was achieved with USB COM Port communication. The sound pressure level was adjusted to 65 dBA.

3.2 Preparation/Training

Prior to the actual experiment, the listeners used an interface on which they could play and listen to two versions of a pre-recorded audio file. The first version was 70 s of speech (male voice) moving around the listener, recorded using a pair of binaural microphones placed on the artificial ears of a KEMAR manikin. This recording was made in the same room as the one of the experiment. The second version was a binaural-to-monophonic reduction of this recording. The first goal of this preparation was to ensure that they understood and could perceive auditory externalization. The second goal was to give them a reference of what could be a well externalized sound. Additionally, the recording aimed to highlight the subtle difference between auditory externalization and auditory distance. Because both perceptions share at least partially the same continuum [23], and because DRR, which varied during our experiment, has an effect on auditory distance perception [24], it was important to make sure participants would be rating the correct percept. For this purpose, at some point of the audio file, the voice was moving from close of the ear of the manikin to the corner of the room. The goal was to showcase that a variation of the distance could still be perceived in the diotic recording, and the sound remained perceived as internalized. The experimenter therefore gave further explanations about the distinction between auditory externalization and distance, which appeared clear for all participants.

3.3 Stimuli and Conditions

The base stimulus consisted of a 8.5-s excerpt from an anechoic male speech recording in English. The same sentence was used for every run. The first samples of the BRIRs (corresponding to the direct sound) were set to zeros to avoid the superimposition with the direct sound spatialized using generic HRTFs. The BRIRs were truncated to 10 ms for every stimulus. This value was chosen as the constraints of wearable devices suggest to put limits on the memory usage, and thus it is of practical interest to investigate the possibility to provide externalization with short BRIRs. The value was determined during informal pre-tests in which the ER time was not found to be the most influential parameter. Moreover this value was mentioned in [6] as a threshold below which head tracking might be more beneficial for externalization. For this part of the experiment, a fourth condition with no head tracking was added. The different head-tracking conditions (“no head-tracking,” “reference,” “latency of 0.4 s,” and “yaw estimation mismatch”) are denoted respectively: No HT, Ref, Lat 400, and Yaw Mis.
The effect of the DRR was tested with the levels: 5, 8, or 30 dB (computed with the 10-ms truncation). The output was level-normalized in the real-time model with a gain at the output to obtain a consistent level across every DRR setting. Taking into account the hearing device application, a low-pass filtering with a cut-off frequency of either 7 or 10 kHz was applied. The laterality of the sound source has a substantial effect on the perception of externalization [25]. All stimuli evaluated in this experiment were simulated in front of the listener at an azimuth of 0°.

A full factorial design was used for this experiment, each subject rated every combination of the conditions described in this section, i.e., 4 head-tracking conditions × 3 DDR levels × 2 cut-off frequencies. Each of these 24 combinations was presented four times for every participant, and the order was randomized inside each of the four repetition blocks. Hence, with the 18 additional training stimuli, each participant had to evaluate a total of 114 stimuli. The experiment lasted about 60 min. After half of the stimuli had been evaluated, a break was imposed to mitigate the effect of listening fatigue and maintain focus of the participant.

3.4 Procedure

The subject was asked to perform the same motion for every stimulus. First they looked in front of them at a mark located on the wall at 0°. Then they pressed the “play” button on the interface. As soon as the speech was heard they were asked to turn their head, and look at a mark located on the wall at +80° first, then turn the head to the other side to look at a mark located at −80°, and finally point back at the initial position at 0°.

They had to perform this motion in synchronization with the words of the speech sample. They were asked to be back at the center position for a specific word in the sentence. This was to ensure that they heard the last 2 s of the speech stimulus as a source in front of them while they remained still. This protocol was inspired by the one used in [3]. It ensures that the potentially observed increase in externalization is not based on the lateralization of the sound sources while the listener is turning the head away from it. Instead, it aims at assessing if the cues provided by the movement of the listener yield a persistent impression of externalization after the movement.

Frontal sources are known to be perceived as less externalized, and were shown to potentially benefit more from the addition of head tracking in comparison to lateral sources [3]. After performing the instructed movement in this experiment, the yaw estimation mismatch artefact can lead to a final angle that is different from 0°. To prevent this from biasing the results, the artefact simulation was adapted for this part of the experiment. At a certain time \( t = 5.5 \text{ s} \), the tracking simulation was set to smoothly converge to fit the reference tracking. This was to ensure that, after completing the movement, the final angle was not larger for the Yaw Mis condition compared to the other conditions. A short silence was included in the recording from \( t = 5.5 \text{ s} \), so that this compensation did not affect the spatial processing. An example of the resulting tracking is depicted in Fig. 2(c) derived from the original artefact simulation pictured in Fig. 2(b).

Understanding how to perform this motion in synchronization with the speech sample took between three and eight runs for the participants. The first 18 runs of the experiment served only as training runs and were not included in the results. This number was defined during informal pre-test sessions. Trajectories were recorded, and the experimenter continuously monitored that correct synchronization of the motion was achieved.

Listeners were asked to rate the degree of externalization perceived at the end of the motion, for the last 2 s of the speech stimulus when they were back at the center and remained still. A diotic 2-s pink noise sample was played between every stimulus. This was intended to limit the effect of the order of presentation, so that the spatial attributes of the previous stimulus would not influence the perception of the next one.

To rate the externalization, the listeners had to use a continuous scale labeled at the extremities from “completely internalized” to “completely externalized,” which corresponded to ratings of 0% and 100% respectively. The listeners had to move the cursor from an initial 50% position to give their rating and then validate it with a dedicated button. A similar scale was used to rate externalization in [26]. This method was preferred over categorical scales such as the ones used in [3, 4, 27], or scales with visual references used in auditory distance estimation experiments [28] as no auditory or visual reference was available to the listener. Moreover, the design of the experiment did not allow to use MUSHRA-style interface or paired comparisons, as it would require too much memory effort for the listener to remember accurately the perceived externalization of the previous stimuli after completing the movement of the next ones.

In [26], the listeners had to close their eyes. The purpose was to enable the listener to rate externalization without being constrained by auditory distance matching with visual references. For the present study, listeners kept their eyes open, as it was necessary to ensure that they were accurately at 0° after the movement. With available visual references, it is possible that a stimulus for which the binaural cues for externalization are preserved, but the cues associated with perceived distance are distorted (e.g., the DRR) might never be given a 100% externalization rating, even if it is neatly perceived outside the head. This effect might have been partially limited in the present study as lights were dimmed and no potential visual reference to match was proposed to the listener.

4 EXTERNALIZATION EXPERIMENT: RESULTS

4.1 Auditory Externalization

The raw results from this experiment naturally exhibit significant standard deviation differences from one subject to another as each subject can use the scale in a different manner. In order to normalize the results, these ratings were transformed into z-scores [29]. The z-score was cal-
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Fig. 3. Results of the externalization ratings, with z-score transformation: (a) as a function of the head-tracking condition (averaged across DRR, repetitions and cut-off frequency) and (b) as a function of the DRR level (averaged across head-tracking condition, repetitions and cut-off frequency). The diamond corresponds to the mean, and the bottom and top lines represent the associated 95% confidence intervals.

A repeated-measures ANOVA was conducted with four within-subject factors: the head-tracking condition, DRR, low-pass filter cut-off frequency, and the repetition number. The assumption for sphericity was checked using Mauchly’s test, and the Greenhouse-Geisser correction was applied when necessary. The normal distribution was visually checked by plotting the QQ-plots of the residuals for each subject. No correlation was found either.

Significant effects were found for the head-tracking condition \( F(3, 168) = 112.17; p < 0.001 \) and the DRR \( F(2, 112) = 73.55; p < 0.001 \). Following Cohen’s rule of thumb [33], a large effect size was found for both the head-tracking condition \( \eta^2_{\text{partial}} = 0.58 \) and the DRR \( \eta^2_{\text{partial}} = 0.17 \). No significant effect was found for the cut-off frequency \( F(1, 56) = 0.929; p = 0.339 \) and the repetition number \( F(3, 168) = 2.83; p = 0.066 \) (no significant interaction was found either), so the score for the two cutoff frequencies and all four repetitions were mixed for the rest of the analysis and on the plot in Fig. 3. No interaction was found between the head-tracking condition and the DRR value \( [F(6, 336) = 0.206; p = 0.97] \). No three-way or four-way interaction was found either.

A post hoc Tukey’s HSD analysis was conducted with a 95% confidence level for the two significant independent variables, i.e., the head-tracking condition and the DRR. It was found that the No HT condition was significantly less externalized than the Ref \( (p < 0.001) \), the Lat 400 condition \( (p < 0.001) \) and the Yaw Mis condition \( (p < 0.001) \). No significant difference was found between the Ref and Lat 400 conditions \( (p = 0.54) \) and the Ref and the Yaw Mis conditions \( (p = 0.099) \). Finally, with a small but significant difference, the Lat 400 was perceived as more externalized compared to the Yaw Mis \( (p = 0.017) \).

The stimuli with 5-dB DRR were perceived as more externalized compared to both the 8-dB DRR \( (p < 0.001) \) and 30-dB DRR \( (p < 0.001) \) stimuli. However, no significant difference was found between the 8-dB and 30-dB DRR stimuli \( (p = 0.070) \).

4.2 Head Movements

The head trajectories were recorded during the experiment for two purposes. The first was to verify that the participants could follow the instructions precisely enough, especially in terms of synchronization with the speech sample. The second was to assess if certain parameters of the head motion had an influence on the externalization perception. The following dependent variables were computed from the trajectory recordings: the maximum (right) and minimum (left) azimuth angles reached during the motion, the total amplitude of the motion, the final angle reached at the end of the motion (averaged over the last second) and the time spent at azimuth 0° at the end of the motion. The medians and interquartile ranges of the global data for those variables are summarized in Table 1.

These results suggest that the participants successfully managed to achieve the task as instructed by the experimenter. As can be seen in Table 1, no correlation was found between any of the dependent variables linked with the amplitude of the movement and the perceived externalization (negligible Spearman’s \( \rho \)). This suggests that the variability and range in terms of amplitude of the movement in azimuth was small enough not to affect the externalization ratings. No correlation was found either with the final azimuth angle, which remained small.

Finally the time left after movement, i.e., the time when the participant was static and had to evaluate externalization, was not correlated with externalization ratings. The participants very rarely arrived too late (i.e., after the silence gap before the last part of the sentence), so no bias was created by participants failing to synchronize with the motion. The 0.5-s silence gap before the last part of the speech (on which externalization was evaluated) should be enough to compensate for the latency in the Lat 400 condition. However, this makes this condition potentially more sensitive to the ability of the participant to synchronize with the speech. Nevertheless, no correlation was found for the subgroup of the Lat 400 condition either (Spearman’s \( \rho = 0.038; p = 0.322 \)), suggesting that the silence gap was
probably enough to compensate for the latency and that it did not affect the perception of externalization for this condition.

The errors of tracking simulated in the Yaw Mis condition can vary from run to run, depending on the movement of the listeners. A score of distance to the related reference tracking was computed for every run in the Yaw Mis condition by summing differences between the two trajectories sample by sample. No correlation was found between the distance to the reference and the externalization ratings (Spearman’s \( \rho = 0.006; p = 0.891 \)).

5 EXTERNALIZATION EXPERIMENT: DISCUSSION

5.1 Effect of the Head-Tracking Condition

In this experiment, in which large movements were performed and only frontal azimuth sources were simulated, an increase in the perceived externalization was obtained for all conditions that included head-tracking. This is in agreement with [3] and [4], in which it has been shown that head-tracking combined with head movements provided an advantage for the perception of externalization if sources were frontal and movements were large.

In every condition where head-tracking was available, even with latency or yaw estimation mismatch, the additional cues provided to the listener by the dynamic reproduction always helped the listeners better externalize compared to the situation where no head-tracking was available. Additionally, in particular, in the Yaw Mis condition, the amount of error did not cause a reduction in the perception of externalization compared to the Ref tracking. This could be explained as the listeners still benefited from additional cues made available during motion, i.e., when listening with several pairs of HRTFs and BRIRs corresponding to various directions. As no correlation was found between externalization ratings and the amplitude and maximum values in azimuth reached, it is likely that the underestimation of the tracking usually happening in the Yaw Mis condition did not prevent listeners from externalizing either. Concerning latency in particular, this confirms the findings in [18], in which latency up to 500 ms did not have an influence on externalization.

It was clearly stated to the participant that the simulated speech source was in front of them at an azimuth of 0° (indicated by a mark on the wall). Additionally, they were informed that the sound source was not supposed to move. It is likely that this was not enough to affect plausibility, which can be degraded in the case of non-matching audio-visual presentations. Indeed, the perceived “slewing” of the sound source due to the tracking artefacts might have been perceived by the auditory system as if the source was moving, regardless of the instruction. It was shown in the literature that source movements can increase the perception of externalization [34, 6], which would support this hypothesis. In this case, there is no reason to think that the considered artefacts should have affected externalization significantly. Indeed, if the sound source was presented with a visual reference, plausibility and consequently externalization might be affected by tracking artefacts.

This could be tested, e.g., with a real person or a video of a speaker displayed on a screen placed in the direction the sound is supposed to be coming from. However, visual capture might also help to externalize. The same remarks can be made for the Lat 400 stimuli. This should be tested in further studies.

5.2 Effect of the ERs and Binaural Cues

ERs play an essential role in the perception of auditory externalization and the length of the impulse response affects externalization [35], with a larger influence up to approximately 30–40 ms [36]. A recent study suggested that head-tracking and head movements might not provide a substantial increase in externalization for longer BRIRs (already well externalized without tracking) compared to shorter BRIRs [6]. The present study investigated the possibility to increase externalization with 10-ms truncated non-individualized BRIRs measured in a listening room, superimposed to a generic direct sound. In [3], the spatialization was non-individualized, and the authors intentionally chose a room with “not too much reverberation” to record their stimuli. The full-length reverberation was used in the latter, for a room having a RT

| Maximum angle (right) | 61.92° | 12.74° | 0.017 (0.375) |
| Minimum angle (left)  | -62.18° | 15.77° | 0.019 (0.313) |
| Amplitude of the motion | 124.24° | 26.14° | 0.021 (0.279) |
| Final azimuth angle   | 0.92°  | 2.52°  | 0.061 (0.001) |
| Time left after movement | 2.23 s | 0.28 s | 0.017 (0.367) |

Table 1. Medians, interquartile ranges and Spearman’s \( \rho \) with \( p \) value in relation to the z-score of externalization for several dependent variables of the participants’ movements.
The results suggest that the cues derived during a large movement were sufficient to provide significantly more externalization, even though the spatialization was made using generic HRTFs for the direct sound and generic 10-ms truncated BRIRs for the ERs. The results reported in [2] are in agreement and additionally suggest that with non-individualized HRTFs, the benefit brought by head tracking can be larger than with individualized HRTFs. Externalization is indeed poorer in the case of non-individualized HRTFs, leaving more room for improvement. Nevertheless, individualized HRTFs were not tested in the experiment reported in this article.

Finally, the BRIRs used in this experiment were measured in the same listening room as the one in which the experiment took place. Room congruence has an important influence on auditory externalization [37]. As the BRIRs were truncated to 10 ms, they cannot be considered to be exactly congruent. It can be hypothesized that head tracking provides more improvement in externalization in such a situation, i.e., when the initial conditions are more challenging for externalization. Further studies could investigate the potential improvement in externalization provided by head movements, depending on the divergence between the playback room and the room in which BRIRs are measured.

6 LOCALIZATION EXPERIMENT: PROTOCOL

6.1 Setup

The experiment took place in the same room and with the same setup as the externalization experiment. A subset of the stimuli (real sources) were played through eight loudspeakers (ELAC 301.2) located around the listener and amplified using an eight-channel amplifier (Allen & Heath GR8A). The loudspeakers were positioned on a rectangular frame present in the listening room, and hidden behind a black curtain. The transfer function of the curtains was measured in an anechoic room, and all sounds played through the loudspeakers were compensated for the subsequent attenuation in the high frequencies. Additionally, every stimulus played through the loudspeakers was compensated with a gain corresponding to the position of each loudspeaker, so that the level was constant and equal to 65 dBA at the listener’s position. This served to minimize the effect of the level cue which might have biased the azimuth localization because of the visible rectangular shape of the frame. The listeners did not wear headphones in this first part.

The rest of the stimuli (virtual sources) were played through the same pair of open headphones and amplifier as in the first experiment. The target azimuths were the same as for the real sources. Moreover, the ERs of the virtual sources presented over headphones were simulated with BRIRs with a constant distance from the listener. The same complete AHRS device as in the first experiment was mounted on the top of the headphones. Additionally, a laser pointer was placed on top of the head-tracker in coincidence with its x axis and was activated during this experiment. The laser beam was used by the listeners who could aim at the perceived location of the sound sources by pointing the head toward it. A schematic representation of the setup is depicted in Fig. 4.

6.2 Stimuli

The recording used to generate every stimulus consisted of a 25-s excerpt from an anechoic male speech recording in English. For the virtual sources, the BRIRs were still truncated to 10 ms. The cutoff of the low-pass filter was fixed to 10 kHz and the DRR was fixed to 8 dB.

The real sources were presented in a first randomized block. Then, for the virtual sources, the three following head-tracking conditions were considered and randomized: Ref, Lat 400, and Yaw Mis. Each combination of head-tracking condition and target azimuth was presented with four repetitions. Four initial stimuli were used as training runs at the start of each of both the real and virtual sources sub-parts of the experiment. Hence, the subject had to locate a total of 36 stimuli for the real sources part (8 target azimuths × 4 repetitions + 4 training stimuli) and 100 stimuli in the virtual sources part (3 head-tracking conditions × 8 target azimuths × 4 repetitions + 4 training stimuli). The total duration of the experiment was between 45 and 60 min.

6.3 Procedure

First, the listeners were asked to point toward a mark at azimuth 0°, in front of them. The laser helped them to achieve this precisely and easily. This served to initialize the head tracking between each stimulus. Then, they could press the space bar on the computer keyboard to play the stimulus. As soon as the stimulus could be heard, they were instructed to locate the sound source, and point the head toward the perceived azimuth using the laser placed on their head. It was suggested in [38] that this method is one of the most reliable for such a task. They could then validate their answer by pressing the space bar again. The instruction by the experimenter stated that accuracy was the priority in this task, but mentioned that the time was measured too, and that they should validate right away when they were sure of the answer.
7 LOCALIZATION EXPERIMENT: RESULTS

7.1 Localization Error

Absolute localization errors for each head-tracking condition are reported in Fig. 5(a). As the real sources were not randomized in the same presentation block, the results of the localization of real sources are only presented as an indicative value of the performance of the listeners. Thus, they were not mixed together in the statistical analysis.

The absolute error data was transformed using a cubic root transformation in order to obtain a normal distribution of the data, which was visually checked using QQ-plots of the residuals for each condition. All the statistical analysis was conducted on the transformed data.

7.1.1 Real Sources

The results indicate a mean absolute error of 4.34° with a standard deviation of 4.07°. The results were not included in the ANOVA analysis as this condition was tested in a single block before the virtual sources. This condition gives an idea of the baseline localization performance of the listeners.

7.1.2 Virtual Sources

The assumption for sphericity was checked using Mauchly’s test, which showed that sphericity had not been violated for any of the independent variables. A repeated-measures ANOVA was conducted on the transformed data for the virtual sources, and a significant effect was found for the head-tracking condition \(F(2, 58) = 27.25; p < 0.001\). Following Cohen’s rule of thumb [33], a medium effect size was found for the head-tracking condition \(\eta^2_{\text{partial}} = 0.10\). No effect was found for the repetition number \(F(3, 87) = 0.10; p = 0.96\). This suggests that participants did not improve their performance by learning HRTFs along the experiment.

A post hoc Tukey’s HSD analysis with a 95% confidence level was conducted on the head-tracking condition. It was found that the Yaw Mis condition (\(\bar{x} = 11.8^\circ; \sigma = 9.83^\circ\)) was located significantly less accurately compared to both the Ref condition (\(p < 0.001; \bar{x} = 7.70^\circ; \sigma = 8.51^\circ\)) and the Lat 400 condition (\(p < 0.001; \bar{x} = 7.75^\circ; \sigma = 8.34^\circ\)). On the contrary, the results suggest that the listeners did not perform differently between the Ref and Lat 400 conditions (\(p = 0.88\)).

The number of times the listener switched the sign of their head trajectories while they were trying to locate the sound source was computed out of the recorded trajectories. It could be expected that listeners might perform more movements when they have more difficulty to locate the sound. However, no correlation was found with the localization performance for the virtual sources (Spearman’s \(\rho = 0.033; p = 0.072\)) nor for the Yaw Mis condition group (Spearman’s \(\rho = 0.011; p = 0.737\)). Additionally, an error score compared to the reference tracking was computed from the trajectories for the Yaw Mis condition group, but the correlation with the localization performance was negligible (Spearman’s \(\rho = 0.14; p < 0.001\)).

7.1.3 Effect of the Target Azimuth

When looking at the mixed data for the virtual sources, a significant effect was found for the target azimuth \(F(7, 203) = 3.65; p < 0.001\), with a small-medium effect size \(\eta^2_{\text{partial}} = 0.050\). However, as pictured in Fig. 6, results suggest it is more interesting to look at the effect of the azimuth for each head-tracking condition separately, as confirmed by the interaction between these variables \(F(14, 406) = 13.06; p < 0.001\).

In the case of the Real sources condition, a significant effect of the azimuth on the localization performance was found \(F(7, 203) = 14.41; p < 0.001\). The \(p\) values of the post hoc Tukey’s HSD analysis leads to too many combinations to be included here. A clear tendency can be observed as larger errors occur for more lateral sources compared to the more frontal sources. In the case of the Lat 400 condition, no significant effect of the azimuth was found \(F(7, 203) = 0.172; p = 0.991\). No significant effect of
the azimuth was found either with the Ref head-tracking condition \(F(7, 203) = 0.829; p = 0.564\).

In the case of the Yaw Mis condition a significant effect of the target azimuth was found \(F(7, 203) = 19.11; p < 0.001\). The post hoc Tukey’s HSD analysis indicates that the performance for the very lateral angles, \(-78^\circ\) and \(+84^\circ\) was significantly better compared to the other more frontal azimuths. It can be hypothesized that this effect might be because of listeners being instructed that sources should only be coming from the frontal hemisphere, which may create a boundary effect, i.e., the distribution of errors close to the limit angles (\(\pm 90^\circ\)) is not symmetrical.

7.2 Localization Time

Localization time for each condition are reported in Fig. 5(b). The raw localization time data distribution is skewed. The data was transformed using a logarithmic transformation in order to obtain a normal distribution of the residuals for each head-tracking condition and target azimuth. The assumption for sphericity was checked using Mauchly’s test, which showed that sphericity had not been violated for any of the independent variables.

A repeated-measures ANOVA was conducted on the log-transformed time of answer, in the virtual sources subgroup. A significant effect was found for the head-tracking condition \(F(2, 58) = 6.01; p = 0.0043\), with a large effect size \(\eta^2_{\text{partial}} = 0.53\). The Ref condition was located faster than both the Lat 400 \(p = 0.0053\) and Yaw Mis \(p = 0.027\) conditions. No difference was found between the Lat 400 and Yaw Mis conditions \(p = 0.82\). Nevertheless, the general difference regarding the mean is modest. This suggests that neither the latency nor the yaw estimation mismatch did affect extensively the time it took for the listeners to confidently locate the sound source. In the case of the Lat 400, the slightly longer time could be simply explained by the 400-ms delay.

No significant effect was found either regarding the target azimuth \(F(7, 203) = 2.28; p = 0.1967\). This suggests that the difficulty was not increased for more lateral sources compared to frontal sources. Finally, a significant difference was found for the repetition number \(F(3, 87) = 7.70; p < 0.001\). This suggests that the listeners performed the task slightly quicker over time during the session. Nevertheless a small effect size was associated with this observation \(\eta^2_{\text{partial}} = 0.011\). A post hoc Tukey’s HSD analysis with a 95% confidence level was conducted and a significant difference was found between the first repetition and the three consecutive ones \(p = 0.033, p = 0.001\) and \(p < 0.001\) compared to the second, third, and fourth repetition, respectively.

8 LOCALIZATION EXPERIMENT: DISCUSSION

The head-tracking latency did not decrease the performance in localization compared to a reference head tracking in this experiment.

It can be hypothesized that the subjects understood the nature of this type of artefact and were able to compensate for it. This is in agreement with the results in [18], in which it was found that localization was still accurate with a latency as large as 500-ms and 8-s stimuli. In the study conducted in [39], which used individualized HRTFs, accuracy was generally comparable for the shortest and longest latencies. The authors suggest that listeners might have been able to ignore latency while they were actively trying to locate the source, despite the spatial “slewing” of the source for large latencies. In the same study, the duration of the stimuli affected moderately the localization performance as a function of latency. The present study only used one setting of a large latency (400 ms) and a long speech stimulus. It is suggested in the literature that lower latency values might decrease the localization accuracy in the case of short stimuli. For example, this was the case for 1.5-s to 2.5-s long stimuli and 96-ms latency in [17].

Several studies have shown that performance in localization is poorer for lateral sources compared to frontal sources. For example results reported in [40] from two large scale studies (Preibisch-Effenberger 1966 and Haustein and Schirmer 1970), show that for a fixed head condition and a 100 ms white noise pulse, the localization uncertainty was \(\pm 3.6^\circ\) for frontal sources (azimuth \(0^\circ\)), \(\pm 5.5^\circ\) for rear
sources (azimuth 180°), and around ±10° for lateral sources (azimuth 90° and 270°).

The results in the present study suggest that the resort to a reference head tracking or even a delayed head tracking combined with head-movement yield a balanced performance for all azimuths. Indeed, by pointing the head toward the sound source, the source becomes frontal for the listener, which should thus compensate the larger error usually reported for more lateral azimuths. Nevertheless, for the real sources, an increase of error for lateral sources can still be observed. It is possible that for those angles, listeners deviated more than planned from the expected position of the head, resulting in a larger uncertainty than the ±2° previously mentioned for the real sources. However, errors are slightly smaller for lateral sources in this study compared to the results reported in [40], suggesting that the listeners still benefited from pointing toward the source in this case.

For the reference and latency head-tracking conditions, the accuracy of the listeners in this experiment was comparable to the performance of untrained listeners with non-individualized HRTFs found in [41] for frontal sources. The pointing method used in this article is a different task than locating a source when standing still. This may explain that the errors in this test are slightly larger than the errors for the frontal azimuth (0°) in [41]. The absolute error was smaller for those two conditions compared to the average error reported with non-individual HRTFs in [8]. This might be explained as the reported average error was mixed between azimuths in the latter. As expected, the listeners were less accurate in the case of the yaw estimation mismatch artefact. This is explained by the perceived angular shift of the sound source due to the tracking estimation mismatches. It is possible that the pointing method used in this experiment was disadvantageous for the yaw mismatch condition. Indeed this method requires the listeners to perform more movements that in a realistic situation.

It could be hypothesized that even a degraded head tracking with yaw estimation mismatch or latency still provides differential integration of the binaural cues which are enough to resolve most of the front-back confusions. However, this cannot be concluded from this experiment as the listeners knew that the source would not be coming from rear positions.

The results of the localization time suggest that the head-tracking artefacts did not affect the time it took for the listeners to locate the sound source. The small increase in localization time for the 400 ms latency artefact is in agreement with the results in [14], which found that for continuous sound stimuli, the response time was larger for latencies above about 90 ms.

9 CONSIDERATIONS FOR APPLICATIONS TO BINAURAL COMMUNICATION DEVICES

The present study suggests that, in the context of wearable binaural communication devices, a significant improvement in perceived externalization can be brought when the listener is performing head-tracked movements. Indeed, a significant enhancement in externalization was provided using a simplified dynamic binaural rendering algorithm designed to be implementable on wearable devices. All HRTFs and BRIRs were generic, and the length of the BRIRs was always truncated to 10 ms. A simulation of a yaw estimation mismatch, as can be obtained with a scaled-down head-tracking algorithm [5], did not affect the perception of externalization in the listening test reported in this study.

In realistic conditions, errors might accumulate with longer time of measure in the case of the yaw mismatch condition. This means that such an algorithm should include a re-initialization method to maintain errors in more acceptable ranges. In devices for which technical constraints allow it, this can be achieved with magnetometers and gyroscopes. A large latency (400 ms), did not affect auditory externalization either. Such latency is larger than any latency potentially occurring in the context of wearable binaural communication devices with remote microphone.

In application, when using partitioned convolution to generate ERs, the BRIRs would be fixed and stored in the wearable binaural communication devices. This means that the BRIRs may not be congruent with the room in which the user is. This raises the question of dependence between the degree of room divergence and the potential improvement that head tracking combined with head motions could provide to the listener. Nevertheless, some of the methods described in [42] aim at extracting ERs from the signal retrieved from the microphones available on the devices themselves, which means that they would include the room information in every situation.

Externalization is known to be influenced by visual cues and phenomena such as the ventriloquist effect [43]. The experiment did not include a realistic visual reference for the sound source. Doing so could have decreased plausibility when the head-tracking artefacts yielded a perceptually moving auditory source while the visual reference was static. In a practical use of wearable binaural communication device, the presence of a visible real sound source might change how the tracking artefacts affect externalization, at least during movements. When the listener is not moving and the speaker is in the visual field, it is likely that visual capture could provide a certain amount of externalization. Hence, visual cues might increase the baseline externalization in every head-tracking condition.

In this study, the listeners were not given time to train with the generic HRTFs. At best they listened with those HRTFs in the first session and a minimum one week gap was respected between the two sessions. No visual feedback was given neither for them to learn. It is likely that a training could help improve the localization of sound sources in application. Indeed, with a wearable binaural communication device, the listener would constantly be stimulated by both audio and the corresponding visual feedback. This may help them learn quickly, and thus to perform better in localization [41]. It is also likely that visual capture could compensate small yaw mismatches when the target speaker is in the field of vision.
The results of this experiment suggest that the impact of latency on externalization and localization is small. Nevertheless, latencies might create some other disturbance on the long term. In the context of virtual reality, the issue of motion sickness, mostly thought to be visually induced, was shown to be potentially triggered by auditory cues as well [44]. Vection, which is the illusion of self-motion in the absence of real physical movement is another well-known artefact in this context. However, the influence of the visual cues might be larger than auditory cues for this type of issue [45].

10 CONCLUSION

In this study, two subjective listening experiments were performed to evaluate the effect of various head-tracking conditions on the perception of auditory externalization and the performance in localization. Artefacts potentially occurring in the context of wearable devices were used in particular. The binaural synthesis was achieved with 10-ms non-individualized BRIRs superimposed to a direct sound obtained with non-individualized HRTFs.

For each DRR setting, the condition with no head tracking always resulted in poorer externalization ratings compared to all the conditions including head tracking. The results suggest that the yaw estimation mismatch of the head tracking simulated in this study, as well as a large latency (400 ms), might not affect auditory externalization. This suggests that listeners could still benefit from the additional cues provided by the head motion to externalize the sound source, even when the head-tracking was substantially degraded. Further studies should investigate if this observation holds with a realistic visual reference, which might affect how the “slewing” of the sound source is interpreted by the auditory system.

A large head-tracking latency did not affect the performance in localization compared to the reference tracking. This suggests that the listeners might have understood spontaneously the nature of the artefact in this case and could take advantage of the length of the stimuli. The yaw estimation mismatch, naturally led to larger errors in localization. This is explained by the head-tracking errors, which result in a perceptual shift of the azimuth of the virtual sound source. Further works could investigate to which extent visual capture could compensate for those errors in a realistic scenario.
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APPENDIX

Algorithm 1 Yaw estimation mismatch simulation

\[
\begin{align*}
    v(n) &= yaw_e(n) - yaw_e(n - 1) \quad \& \quad v_{df}(n) = |v(n)| - |v(n - 1)| \\
    \text{if } sgn(v_{df}(n)) \neq sgn(v_{df}(n - 1)) \text{ \& } v_{df}(n) < 0 \text{ then} & \\
        v_{\text{max}} &= v(n) \\
        \text{if } |v_{\text{max}}| > Thr \text{ then} & \\
        Thr &= \gamma_v |v_{\text{max}}| \\
        \text{if } |v(n)| \geq Thr \text{ then} & \\
        yaw_e(n) &= yaw_e(n - 1) + v(n) \\
        \text{else} & \\
        yaw_e(n) &= yaw_e(n - 1)
\end{align*}
\]
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