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ABSTRACT
A method is developed for efficiently calculating head-related transfer functions (HRTFs) directly from head scan
point clouds of a subject using a database of HRTFs, and corresponding head scans, of many subjects. Consumer
applications require HRTFs be estimated accurately and efficiently, but existing methods do not simultaneously
meet these requirements. The presented method uses efficient matrix multiplications to compute HRTFs from
spherical harmonic representations of head scan point clouds that may be obtained from consumer-grade cameras.
The method was applied to a database of only 23 subjects, and while calculated interaural time difference errors are
found to be above estimated perceptual thresholds for some spatial directions, HRTF spectral distortions up to 6
kHz fall below perceptual thresholds for most directions.

1 INTRODUCTION

One of the challenges associated with spatial sound
reproduction using synthesized binaural signals is ac-
quisition of a listener’s head-related transfer functions
(HRTFs) accurately, efficiently, and conveniently. Sev-
eral methods exist for estimating individualized HRTFs,
since direct measurement in an anechoic chamber is
infeasible for commercial implementation [1, Ch. 3].
For a comprehensive review, see Blauert [1], Xie [2],
and references therein.

Amongst the methods, those that use 3D morphological
scans of a listener to estimate HRTFs can be accurate,
but suffer from computational inefficiency and imple-
mentation complexity. The most common approach

to estimate HRTFs from morphological scans is by us-
ing the boundary element method to numerically solve
the wave equation on a meshed surface of the scan [2,
Ch. 4]. This method is limited by its high computa-
tional cost and need for an accurate 3D mesh, which
requires careful capture and extensive post-processing
of raw scan data [3, 4]. Time-domain techniques such
as the finite-difference time-domain method [5] and
adaptive rectangular decomposition [6] have also been
used. However, these techniques also either suffer from
computational inefficiency [4, Table I], or estimation
inaccuracy (see, for example, Fig. 2 in Meshram et al.
[6] where important spectral features are sometimes
not captured, even at low frequencies).

Tao et al. [7] use 11th-degree spherical harmonics to
represent the shape of the KEMAR dummy head and
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a boundary element method to compute HRTFs for
frequencies below 3 kHz. This method is prone to
inefficiency at higher frequencies, and still requires a
meshed scan. More recently, Politis et al. [8] assign
the same set of measured interaural time differences
(ITDs) to listeners with similar head shapes that are
identified by one of three types of spherical transfor-
mations of meshed scans. However, while this method
can be extended to obtain HRTF estimates, it remains
inaccurate for listeners who do not have head shapes
that are similar to those of other listeners.

To address these issues, we present a method that al-
lows computation of HRTFs directly from spherical
harmonic representations of head scan point clouds that
may be conveniently obtained from consumer-grade
cameras. Our method does not require sophisticated
mesh generation techniques and is computationally ef-
ficient, requiring only matrix multiplications.

In the rest of the paper, we formulate our method in
Sec. 2, apply and validate it in Sec. 3, and conclude in
Sec. 4.

2 METHOD FORMULATION

2.1 Definitions and conventions

To represent ITDs, HRTF magnitudes, and head scan
point clouds, we use real-valued spherical harmonics
of degree n ! 0 and order m " [# n,n] given by

Y m
n (! , " ) = N |m|

n P|m|
n (sin " ) $

!
cosm! for m ! 0,
sin |m|! for m < 0,

where P|m|
n is the associated Legendre polynomial of

degree n and order |m|, and Nm
n is a normalization term

given by

Nm
n = ( # 1)m

"
(2n + 1)(2 # #m)

4$
(n # m)!
(n + m)!

,

where #m is the Kronecker delta. Furthermore, ! "
[0%,360%) denotes azimuth, and " " [# 90%,90%] el-
evation, following the coordinate systems described
in AES69-2015 [9], and illustrated in Fig. 1. The
radial distance, r, from the origin is given by r =#

x2 + y2 + z2.

y

x

z

!

!

Fig. 1: Coordinate systems used here, and specified
by AES69-2015 [9].

.

2.2 Spherical harmonic representation of
functions sampled on a sphere

Given the column vector,

s= [ S(! 1, " 1),S(! 2, " 2),ááá,S(! V , " V )]T ,

of V spatial-samples of a band-limited function, S, de-
fined on the surface of a sphere, and the vector of
spherical harmonics,

ym
n = [ Y m

n (! 1, " 1),Y m
n (! 2, " 2),ááá,Y m

n (! V , " V )]T , (1)

we can determine the projection, sP, of s onto the col-
umn space of Y := [ y0

0,y# 1
1 ,ááá,yn

n] as

sP = Y
$
YT Y

%# 1
YT s= Yc, (2)

where c is a vector of so-called spherical harmonic
coefficients, and YT denotes the transpose of Y. sP is
the spherical harmonic representation of s.

2.2.1 HRTF magnitude and ITD

Romigh et al. [10] show that, compared to complex-
valued HRTFs or their absolute magnitudes, HRTF
magnitudes in dB are most efficiently represented us-
ing spherical harmonics. Therefore, in this work, we
use Eq. (2) with s consisting of HRTF magnitudes in
dB for each frequency, and n = nH , where nH is the
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largest spherical harmonic degree used for representing
these magnitudes, to compute c = cHl/ r [k], where the
subscript is used to identify either the left- or right-ear
HRTF magnitude. k "

&
0,Nf # 1

'
is the frequency-

index with Nf being the number of frequency samples
in each HRTF magnitude spectrum, and is proportional
to frequency, f , given by f = kFs/ Nf , where Fs is the
sampling rate. A similar calculation is performed by
replacing HRTF magnitudes with measured ITD values
to compute c = cI .

2.2.2 Head scan point clouds

To represent head scan point clouds in terms of spher-
ical harmonics, we choose s to be the vector of Eu-
clidean distances, r, of each of the points (each associ-
ated with a unique spatial direction) from the coordi-
nate system origin. We then use a similar procedure, as
described in Sec. 2.2.1, to compute the vector, cS, of
point cloud spherical harmonic coefficients.

2.3 Computation of HRTFs from scans

Let u = 1,2, . . . ,U identify each of U subjects, and
let c(u) denote the vector c associated with subject u.
Define matrices DS, DHl/ r [k], and DI of spherical har-
monic coefficients such that

DS =
(
c(1)

S , . . . ,c(U)
S

) T
,

DHl/ r [k] =
(*

c(1)
Hl/ r

[k]
+

, . . . ,
*

c(U)
Hl/ r

[k]
+) T

,

DI =
(
c(1)

I , . . . ,c(U)
I

) T
,

where cS, cHl/ r [k], and cI for all U subjects are obtained
as described in Secs. 2.2.1 and 2.2.2.

We seek a matrix XHl/ r [k] whose columns are the pro-
jections of the corresponding columns of DHl/ r [k] on
the column space of DS, and a column vector XI which
is the projection of DI , also on this space. XHl/ r [k] is
given by

XHl/ r [k] =
$
DT

S DS
%# 1

DT
S DHl/ r [k], (3)

and XI may be computed similarly using DI instead of
DHl/ r [k].

The matrix XHl/ r [k] and vector XI may then be used to
compute cHl/ r [k] and cI , from cS, using the relations

cHl/ r [k] = XT
Hl/ r

[k]cS and cI = XT
I cS, (4)

respectively, for any subject.

Finally, HRTF magnitudes for a set of directions
(! i, " i), i = 1,2, . . . ,V may then be computed using
Eq. (2) with c = cHl/ r [k] from Eq. (4), and with n = nH .
The resulting sP is the vector of desired magnitudes at
a given frequency. These calculations may be repeated
for each frequency to compute complete HRTF mag-
nitude spectra. ITDs may be computed similarly by
using cI instead of cHl/ r [k] and setting n = nI . Complete
HRTFs may be derived by determining the minimum-
phase HRIRs from the HRTF magnitude spectra, and
introducing the appropriate computed ITDs.

2.3.1 Comparison with anthropometry-based
regression methods

Like other anthropometry-based methods, we assume
relationships exist between a listener’s HRTFs and an-
thropometric features. However, we further assume that
these relationships may be found by representing both
HRTF and anthropometric data using the same kind
of basis functions (spherical harmonics in this case).
This assumption distinguishes our method from other
anthropometry-based methods (see Nishino et al. [11],
for example), where such relationships are sought be-
tween measured anthropometric features represented in
Euclidean space with naive Cartesian basis, and HRTF
features represented in some arbitrarily chosen, typi-
cally principal component, space. Since our method,
like other anthropometry-based methods, is data-driven,
we assume that convergence to the aforementioned re-
lationships will be achieved with a sufficiently large
amount of data. However, unlike our method, those
that represent HRTF features on a principal compo-
nent space, for example, rely on convergence not only
to these relationships, but also to a set of basis func-
tions, since the principal component space is typically
a function of the data used to develop the method. Fur-
thermore, while previous anthropometry-based HRTF
methods are based on the difficult task of first identify-
ing and measuring specific anthropometric features of
a subject [2, Ch. 7], our method, in comparison, does
not require such features to be explicitly identified.

3 APPLICATION AND VALIDATION

3.1 Data acquisition and pre-processing

To apply and validate our method, we use the mea-
sured HRTFs and head scans of 25 subjects from the
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RIEC1 [12] database. For each subject, we normal-
ize HRTFs such that the largest magnitude at 468.75
Hz, considering HRTFs for all spatial directions, is
0 dB. Following Romigh et al. [10], we make all
HRIRs minimum-phase and truncate each to a dura-
tion of 5.8 ms. Following Andreopoulou and Katz [13],
we compute ITDs by low-pass filtering the original,
non-minimum-phase HRIRs using a 3 kHz cut-off fre-
quency, identifying left- and right-HRIR onsets using
a 30% threshold2, and subtracting right-HRIR onsets
from corresponding left-HRIR onsets.

We resample all head scan point cloud data to contain
5000 to 6000 roughly evenly distributed points, and
align each scan such that the y-axis (see Fig. 1) is also
approximately the interaural axis, with the coordinate
system origin located approximately halfway between
the entrances to the two ear canals. We do not close
any holes or do any processing on the scan besides
alignment, basic noise reduction (outlier removal), and
resampling.

3.2 Application

To apply our method, we compute XHl/ r [k] and XI using
23 “training” subjects. Due to the limited training data,
we are restricted to nS & 3 to ensure that the matrix DS
is not “fat” (i.e. one with fewer rows than columns). We
choose nS = 2 to compute HRTF magnitudes since we
found this produces the best results for the amount of
training data available. We choose nS = 1 to compute
ITD because this roughly corresponds to an ellipsoidal-
approximation to the subject’s head shape, and simple
geometrical methods of the head have previously been
successfully used to compute ITD [14, 15].

Figure 2 shows average RMS error, %l [k], computed
here in dB as a function of nH and f . %l [k] is given by

%l [k] =
1
U

U

!
u= 1

"
1
V

V

!
v= 1

,
,
,%

(u)
vl [k]

,
,
,
2
, (5)

where

%(u)
vl [k] =

,
,
,
,
,
,
20 log10

,
,
,H(u)

vl [k]
,
,
,

,
,
,Ĥ(u)

vl [k]
,
,
,

,
,
,
,
,
,

(6)

1
http://www.riec.tohoku.ac.jp/pub/hrtf/

index.html

2Although Andreopoulou and Katz [13] recommend using 3.16%,
we use 30% because many of the HRIRs contain undesirable pre-
responses that result in incorrectly identified onsets when using
3.16%.
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Fig. 2: Contour plot of %l [k], in dB, as a function of nH
and f .

denotes absolute spectral distortion in dB, with |á| de-
noting absolute value. H(u)

vl [k] and Ĥ(u)
vl [k] denote, re-

spectively, the measured and projected, left-ear HRTFs
for subject u and direction v, and RMS averaging is
performed over U = 25 subjects and all V = 865 spatial
directions.

We see that %l [k] for nH = 6 is similar to RMS errors
shown in Fig. 5 published by Romigh et al. [10] for
a “truncation order” of four, the minimum for imper-
ceptible spherical harmonic HRTF representations [10].
Therefore, we choose nH = 6 for computing HRTF
magnitudes, and also to make inferences about the per-
ceptibility of errors induced by our method.

Figure 3 shows a plot of average absolute ITD error, &,
as a function of nI when averaging over all subjects, and
either over all 865 directions or just the 72 directions
on the horizontal plane (i.e., " = 0%). & is given by

&=
1

UV

U

!
u= 1

V

!
v= 1

&(u)
v , (7)

where
&(u)

v =
,
,
,'

(u)
v # '̂ (u)

v

,
,
, , (8)

is the absolute ITD error, and ' (u)
v and '̂ (u)

v denote, re-
spectively, the measured and projected ITDs for subject
u and direction v.

We see that & decreases significantly between nI = 0
and nI = 1, whereas beyond nI = 3, the decrease is slow.
Therefore, we choose nI = 3 for computing ITDs.
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Fig. 3: Plot of & as a function of nI , averaged over
all 25 subjects, and either over all 865 spatial
directions (solid line), or just the 72 directions
on the horizontal plane (dashed line). Error bars
(too small to be visible) represent standard error
of the mean when averaging over subjects.

3.3 Validation

We validate our method using two “test” subjects from
the database whose data were not used to compute
XHl/ r [k] and XI .

To evaluate the accuracy of the computed HRTF mag-
nitudes for these subjects, we compute, for the left-ear
HRTF magnitudes of each subject, log-weighted aver-
age spectral distortion, %(u)

vl , in dB, given by

%(u)
vl =

K2

!
k= K1

( [k] á%(u)
vl [k]

K2

!
k= K1

( [k]

, (9)

where the weights, ( [k], are given by

( [k] = log
k + 0.5
k # 0.5

.

%(u)
vl [k] is computed as shown in Eq. (6) with Ĥ(u)

vl [k]
now denoting the HRTFs computed using our method.
K1 and K2 are frequency indices corresponding to
lower- and upper-frequency bounds over which aver-
aging is performed. We average over each of three
frequency bands given by: (i) 0 < f < 2 kHz, (ii)
2 < f < 8 kHz, and (iii) 8 < f < 16 kHz. We also

compute RMS values of %(u)
vl , averaging over all spatial

directions, in each frequency band, and compare these
values with the RMS error, %l [k], shown in Fig. 2, to
approximately determine the perceptibility of %(u)

vl .

To evaluate the accuracy of computed ITDs, we com-
pute &(u)

v as a function of ! and " using Eq. (8),
with '̂ (u)

v now denoting the ITDs computed using our
method. To determine the perceptibility of &(u)

v , we use
a threshold ITD error of approximately 30 µs, which
we compute using the Woodworth and Schlosberg for-
mula [16] for estimating ITD for a spherical-head with
radius 0.0875 m, using a localization blur angle of
3.2%[17, Table 2.1]. Although this 30 µs threshold is
only applicable for broadband white noise stimuli, and
may not be applicable to all spatial directions, we use
it as an approximate threshold for the perceptibility of
&(u)

v .

Figure 4 shows matrix plots of %(u)
vl as a function of !

and " for each of the test subjects. Also shown on these
plots are RMS values of %(u)

vl for each frequency band,
when averaging over all spatial directions. We see that
%(u)

vl < 2 dB for all spatial directions when averaging
over 0 < f < 2 kHz, and %(u)

vl > 4 dB between 2 and 8
kHz for " < 30%and |! # 270%| < 30%for both subjects.
Similar calculations (not shown here) for the right-ear
HRTFs result in similar errors for |! # 90%| < 30%. This
suggests that the current implementation of our method
is not accurate for computing contralateral HRTFs for
some spatial directions in this frequency range. Fur-
thermore, the similarity in results across subjects for
f < 8 kHz indicates that the performance of our method
for these frequencies is reliable, and we expect similar
performance for different test subjects. Additional cal-
culations (not shown here) made by varying the choice
of training and test subjects confirm this observation.
Finally, when averaging over 8 < f < 16 kHz, %(u)

vl > 7
dB for most spatial directions. This shows that the
current implementation of our method is not accurate
when computing HRTF spectral features in this fre-
quency range. This is discussed further in Sec. 4.

From a perceptual standpoint, comparing the RMS
values of %(u)

vl to those plotted in Fig. 2 for nH = 6, we
see that, for the range 0 < f < 8 kHz, the RMS errors
in the computed HRTFs are similar to those for sixth-
degree spherical harmonic representations of measured
HRTFs. Based on the discussion in Sec. 3.2, we may
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Fig. 4: Matrix plots of %(u)
vl as a function of ! and " for each of the test subjects. Note that values of %(u)

vl for
elevations " = # 30%and " = 90%are not shown because sufficient data points for different ! do not exist
at these elevations.

conclude that any errors introduced by our method for
f < 8 kHz are likely imperceptible.

Figure 5 shows matrix plots of %(u)
vl [k] as a function of

" on the median plane (i.e. ! = 0%and ! = 180%) for
each of the test subjects. For both subjects, %(u)

vl [k] < 3
dB for most " and for f < 6 kHz. Also, for subject 1,
%(u)

vl [k] ranges from 9 to 15 dB for 7 < f < 8 kHz and
0%< " < 60%, suggesting that the current implemen-
tation of our method is unable to accurately capture
spectral features caused by the pinnae, since these fea-
tures are typically found in this frequency range [18].
Figure 6, which shows measured and computed HRTF
magnitude spectra, in dB, for " = 30%and " = # 10%

on the median plane of subject 1 and 2, respectively,

further illustrates this. We explain this discrepancy by
noting that a second-degree spherical harmonic rep-
resentation of the head scan is insufficient to capture
shape variations in the subject’s pinnae that might cause
these spectral features in the HRTFs.

Finally, Fig. 7 shows a matrix plot of &(u)
v as a func-

tion of ! and " for each of the test subjects. We
see that &(u)

v < 30 µs (the approximate perceptibility
threshold computed earlier) for most " near the median
plane, except " ! 30%behind (i.e. ! = 180%) subject 1.
Additionally, 60 < &(u)

v < 110 µs for |! # 90%| < 30%

and |! # 270%| < 30%, thus exceeding the perceptible
threshold significantly. One possible explanation for
these errors is that a large number of measured HRIRs
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Fig. 6: Line plots of left-ear HRTF magnitude spectra in dB for " = 30%and " = # 10%on the median plane for test
subjects 1 (left) and 2 (right), respectively. Note that these plots are for the worst case, which corresponds
to the region of highest error shown in Fig. 5.

from the database contained artifacts prior to the main
impulse, and the thresholding method used here for
estimating measured ITD, as described in Sec. 3.1, is
not robust to such artifacts. This, however, needs fur-
ther investigation. Currently, our method is unable to
estimate ITDs accurately for some spatial directions,

particularly those corresponding to large ! and " .

4 CONCLUSIONS

We presented a method for computing HRTFs from low-
resolution head scan point cloud data of a subject by
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first projecting the point cloud data onto a vector space
spanned by spherical harmonics, and then mapping the
resulting spherical harmonic coefficients to ones that
represent the subject’s HRTFs in the same space. We
defined this mapping as the projection of spherical har-
monic coefficients computed from measured HRTFs for
a set of “training” subjects, onto the column space of a
matrix with columns containing the spherical harmonic
coefficients computed from the head scan point cloud
data of these subjects (see Sec. 2.3 for details). Sepa-
rate mappings were derived for computing a subject’s
ITD in µs and HRTF magnitude spectra in dB.

We then presented an implementation of our method
using 23 training subjects to derive the mappings and
validated the method using 2 “test” subjects. We val-
idated our method in terms of spectral distortion and
root-mean-square (RMS) errors of HRTF magnitudes,
and also in terms of absolute ITD errors. Both these
metrics were related to perceptibility criteria to ap-
proximately determine the perceptibility of the errors
induced by our method.

We show that our method, when implemented using
only 23 training subjects, is able to reliably compute

HRTF magnitudes up to approximately 6 kHz, and that
errors in this range may be imperceptible for most spa-
tial directions. This shows that a second-degree spher-
ical harmonic representation head scan point clouds
may be sufficient to capture the necessary head shape
information that influences HRTF magnitude spectra
up to 6 kHz. We also conclude that for f > 6 kHz, the
current implementation of our method does not per-
form reliably, and any estimation errors that may not be
perceptible (for instance, see, in Fig. (5), %(u)

vl [k] < 3 dB
between 6 to 8 kHz for median plane HRTFs for sub-
ject 2) are only due to chance. Higher-degree spherical
harmonic representations of head scans are likely nec-
essary to improve performance of the method for these
frequencies. This, in turn, requires a larger training
data set.

Finally, we note that the above results are achieved
using unmeshed head scans with no more than 6000
data points, and with minimal pre-processing involving
only resampling, basic noise reduction, and alignment.
We also note that HRTF computations using our method
involves only a few, computationally efficient matrix
multiplications. Our method is, therefore, well-suited
for use in consumer spatial audio applications.
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