Resynthesis of Spatial Room Impulse Response Tails With Anisotropic Multi-Slope Decays
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Spatial room impulse responses (SRIRs) capture room acoustics with directional information. SRIRs measured in coupled rooms and spaces with non-uniform absorption distribution may exhibit anisotropic reverberation decays and multiple decay slopes. However, noisy measurements with low signal-to-noise ratios pose issues in analysis and reproduction in practice. This paper presents a method for resynthesis of the late decay of anisotropic SRIRs, effectively removing noise from SRIR measurements. The method accounts for both multi-slope decays and directional reverberation. A spherical filter bank extracts directionally constrained signals from Ambisonic input, which are then analyzed and parameterized in terms of multiple exponential decays and a noise floor. The noisy late reverberation is then resynthesized from the estimated parameters using modal synthesis, and the restored SRIR is reconstructed as Ambisonic signals. The method is evaluated both numerically and perceptually, which shows that SRIRs can be denoised with minimal error as long as parts of the decay slope are above the noise level, with signal-to-noise ratios as low as 40 dB in the presented experiment. The method can be used to increase the perceived spatial audio quality of noise-impaired SRIRs.

0 INTRODUCTION

Room impulse responses (RIRs) capture the reverberation characteristics of a space. Rooms with simple geometries and uniform absorption tend to feature isotropic sound energy decays, for which reverberation time is constant in all directions and the sound energy decays with a single slope [1]. However, non-uniform spaces, such as coupled rooms, feature multiple-slope decays, which typically comprise a mix of the single slopes for each space [1–3]. These are perceivable [4, 5], direction-dependent [6], and vary with inter-room position and coupling aperture size [7, 8].

Spatial RIRs (SRIRs), such as those measured using a spherical microphone array (SMA), contain the directional characteristics of a room’s reverberation. They are therefore also often called directional RIRs, which is used interchangeably in this document. Spatial room characteristics play a crucial role in localization and other room-related properties, such as sound source width, envelopment, perceived loudness, and clarity [9, 10].

Using an SMA to measure SRIRs allows encoding the microphone signals to the spherical harmonic domain (SHD) in higher-order Ambisonic (HOA) format [11, 12], which is independent of the used capture or playback devices. SRIRs allow for greater flexibility after measurement than monophonic or stereophonic alternatives because they can be analyzed using beamforming directional approaches and reproduced over both loudspeaker arrays and headphones.

However, commercial SMAs tend to be noisier than single-capsule microphones. This noise is particularly prominent because of the number of capsules and encoding process of microphone signals to the SHD. Potential noise sources include the microphone capsules and circuitry noise, as well as electromagnetic interference and quantization noise. Additionally, measurements taken in non-laboratory environments can suffer from environment background noise, such as air conditioning, people, and traffic, which intensifies with large distances between the source and receiver [13]. All of the above contribute to the problem of a noisy measurement in practice.

Excessive noise in the impulse response can substantially degrade the resulting audio quality and needs to be suppressed whenever possible. A noisy impulse response leads to degradation in rendering because it introduces unwanted temporal smearing of the input signal [14–16]. For these reasons, there is a need for a robust method to denoise measured SRIRs.
Recent studies have proposed tailored denoising algorithms for SRIRs [17–19]. They are centered around the concept of segregating late reverberation components in either spherically isotropic [19] or anisotropic components [18, 20]. The articles [18, 20] are in that sense related to this current work. They presented a conceptual framework for tackling the problem of directional SRIR denoising, suggesting to first carry out a plane-wave decomposition in many directions, followed by a mixing time estimation based on spatial coherence. They have then approximated the reverberation tail with exponential slopes, potentially accounting for multi-slope situations. These methods then proposed to resynthesize the reverberation tail in order to achieve signal-to-noise–ratio (SNR) improvements. From the published literature, however, details about the resynthesis have been left unaddressed. The present authors have identified key issues related to the spatial analysis and resynthesis to the SHD, which they improved upon by the recently formalized spherical filter bank (SFB) in the SHD [21]. Furthermore, they could not find a detailed performance analysis of the presented framework, e.g., in terms of input-to-output error, which is addressed more explicitly in the present article.

This paper describes a method for denoising SRIRs, incorporating both anisotropic directional analysis and multi-slope sound energy decay fitting. The approach aims to be robust to measurements with low SNRs and non-Gaussian noise. A brief description of the approach is as follows. Firstly, an SFB is used to extract directionally constrained signals of the SHD SRIR. These beamformer outputs form a set of spatially filtered signals that subdivide the spatial impulse input signal. Next, each directional component is analyzed and described as multiple exponential decay slopes, using a recently proposed neural network parameter fitting method [22], which also provides a noise-level estimate. The proposed approach then replaces the presumed noisy components below this noise level, using modal synthesis to resynthesize the late decay tails to match the timbre and decay rate of the estimated slopes. Finally, the SFB design allows re-encoding of the processed signals back to the SHD while preserving their energy.

This paper is structured as follows. Sec. 1 presents an analysis with insights about SRIRs, further motivating the multi-slope decay fit. Sec. 2 details the methodology and algorithm design for the multi-slope directional denoising approach. The approach is evaluated in Sec. 3 both technically, which includes directional SNR comparisons, using both simulated SRIRs with added Gaussian noise and measured SRIRs with captured noise, and perceptually, through a listening test on denoised SRIR measurements with varying SNRs. The results of the evaluation are discussed in Sec. 4, and the paper is concluded, along with further work proposed, in Sec. 5.

1 ANISOTROPIC MULTI-SLOPE DECAY SRIR

To better understand anisotropic reverberation, Fig. 1 presents the input amplitude density of a measured SRIR (SRIR\textsubscript{meas}), which is used throughout this paper. The depicted directional dependency of the SRIR supports the need for directional processing in the following.

However, not only the reverberation level but also the reverberation time can change with the angle of incidence. Therefore, it is not sufficient to treat only reverberation level as a function of direction, but also the decay rate. This becomes apparent in Fig. 2, which shows a frequency band average of the $T_{60}$ reverberation length for each of the beamformer directions shown in Fig. 1. Here, the $T_{60}$ is the time taken for the energy of the impulse response to decay to $-60$ dB lower than the initial impulse [23]. In insufficient SNR situations, it is suggested to infer $T_{60}$ by doubling the decay time to $-30$ dB [23]. This observed directional dependency calls for adequate directional processing, which is addressed with an SFB in this article.

Furthermore, the energy decay curve (EDC) may be composed of multiple decaying exponential slopes at nonidentical decay rates. Multi-slope decays are used for quantifying complex acoustic phenomena, such as room coupling or non-uniform absorptive material distributions [8, 24]. Fig. 4 demonstrates that the reverberation decay of SRIR\textsubscript{meas} is composed of multiple slopes. It can therefore be concluded that in the present case, a typical single-slope assumption is violated and hence requires further methods, which are detailed in the following.
Fig. 3. Block diagram of the denoising approach presented in this paper. The subscript \( nm \) marks spherical harmonic domain signals. Each step is detailed in Sec. 2.

Fig. 4. Energy decay curve (EDC) fit (multi-slopes) in the 1-kHz frequency band on measured SRIR, as shown in Fig. 1, beamformers steering close to \([+x, -x, +y, -y, +z, -z]\), indexed by colors. The estimated EDC (dotted) stemming from the model parameterization matches closely the measured input EDC (solid), and the denoised EDC (dashed) obtained from the output shows the SNR improvement.

2 METHODS

This section explains the methodology of the directional denoising approach of impulse response tails with anisotropic multi-slope decays, beginning with the spatial deconstruction of the SRIR and the spatially filtered decay slope estimation, to the resynthesis of the late decay and reconstruction of the SHD SRIR. Fig. 3 illustrates the proposed denoising approach, consisting of the following steps:

1. Input noisy HOA SRIR \( h_{\text{in}}^{\text{nm}}(t) \).
2. Extract spatially filtered signals \( h_{\xi}(t) \) in directions \( \Omega_\xi \), see Eq. (4).
3. Use DecayFitNet [22] to estimate multi-slope decay model parameters \( A_i, T_i, A_{\text{noise}} \) on \( h_{\xi}(t) \), see Sec. 2.2.
4. Resynthesize late tail from estimated parameters using modal synthesis while zeroing the noise component \( A_{\text{noise}} = 0 \).
5. Ensure spatial band-limitation of synthesized \( \tilde{h}_\xi(t) \), see Eq. (17).
6. Calculate crossover point between input \( h_{\xi}(t) \) and synthesis \( \tilde{h}_\xi(t) \) from estimated \( A_{\text{noise}} \).
7. Re-encode to SHD by perfect reconstruction of \( \tilde{h}_\xi(t) \) and energy preserving reconstruction of \( \tilde{h}_\xi(t) \), see Eqs. (14) and (15), respectively.
8. Output denoised HOA SRIR \( \tilde{h}_{\text{out}}^{\text{nm}}(t) \).

Spherical harmonics in this paper are orthonormalized as defined in [25, Eq. (6.20)], on the unit sphere \( \Omega = [\phi, \theta] \in S^2 \), with the azimuth angle \( \phi \) and zenith/colatitude angle \( \theta \). A signal model may be formulated with additive noise \( s_{\text{noise}}(t, \Omega) \) as

\[
s(t, \Omega) = \hat{s}(t, \Omega) + s_{\text{noise}}(t, \Omega),
\]

in the SHD as

\[
s_{\text{noise}}^{\text{nm}}(t) = \hat{s}_{\text{noise}}^{\text{nm}}(t) + s_{\text{noise}}^{\text{nm}}(t).
\]

It will be further assumed that all signals are spatially band-limited to spherical harmonic (SH) order \( N_{\text{sph}} \). The discrete spherical harmonic transform (SHT), up to order \( N_{\text{sph}} \), and the inverse SHT (iSHT) are given as [26, Eqs. (3.34) and (3.35)]. In order to avoid confusion, the SHD spectrum is explicitly marked with the subscript \((\cdot)^{\text{nm}}\). Because SRIRs typically decay exponentially temporally, whereas the noise terms are temporally static, the model allows estimating the clean SRIR \( \tilde{h}_{\text{out}}^{\text{nm}}(t) \) from a noisy input SRIR \( h_{\text{in}}^{\text{nm}}(t) \) in the early decay, if the SNR is sufficient, and hence the noise term is negligible.

2.1 Directional Analysis and Resynthesis

Reverberation models often make the assumption of isotropic decay. However, as highlighted in Sec. 1, this simplification may not apply in practice. Assuming potentially anisotropic reverberation, the analysis requires directional processing. Hence, in this study, the analysis, resynthesis, and therefore denoising are carried out on directionally constrained parts of the sound field. This directional constrain is imposed by beamformers, i.e., spatial filters in the SHD. Partitioning the SHD input signal with a complete set of beamformers, uniformly covering the domain (i.e., the sphere), may therefore be interpreted as an SFB. The SFB thereby enables intuitive techniques of directional processing in the SHD. The key idea here is that the SFB analysis and re-synthesis form a pair that allows transforming between domains under preservation and reconstruction criteria detailed in the following.

The SFB extracts signals from the spatially continuous SHD on a spatially discrete grid, allowing the transform...
The filter bank framework allows establishing the interpretation of analysis and synthesis. Extracting beamformer \( \xi \in [1, \ldots, J] \) signals \( s_\xi \) as
\[
s_\xi = A \sigma_{nm}^\text{in}, \tag{4}
\]
where the analysis matrix \( A \) of size \( J \times (N_{\text{sph}} + 1)^2 \) is comprised of stacked beamformers \( w_{nm} \).

The latter is formulated accordingly with stacked steering vectors \( y_m^\text{sph} (\Omega_\xi) \) to a matrix \( Y \)
\[
A = \left[ \text{diag}_N (c_{nm}^\text{in}) Y^\text{H} \right]^H = Y \text{diag}_N (c_{nm}^\text{in}). \tag{5}
\]

The re-encoding of the beamformer output signals back to the SHD is formulated accordingly as
\[
\sigma_{nm}^\text{out} = B^H s_\xi, \tag{6}
\]
where the matrix \( B \) of size \( J \times (N_{\text{sph}} + 1)^2 \) is
\[
B = Y \text{diag}_N (c_{nm}^\text{in}). \tag{7}
\]

Covering the SHD uniformly, the steering vectors \( y_m^\text{sph} (\Omega_\xi) \) are evaluated on a uniform grid. The re-encoding to the SHD requires a grid supporting the spatial integration of a polynomial of order \( 2N_{\text{sph}} \), which is discretized by, e.g., a spherical \( t \)-design [28]. The grid may be rotated without any loss of generality, e.g., in order to align the first steering direction to \([1, 0, 0]^T\). Although spherical \( t \)-designs are generally over-determined and therefore not optimal in terms of minimal spatial interaction, their property of constant quadrature weights is essential in the current formulation.

Preservation factors for a uniform grid are derived in [21]
as [21]:
\[
\beta_A = \sqrt{\frac{4\pi}{w_{nm}^\text{in}}} f, \tag{8}
\]
\[
\beta_E = \frac{4\pi}{w_{nm}^\text{in}^H w_{nm}^\text{in} f}. \tag{9}
\]
These factors ensure that the sum over all \( J \) analysis filter weightings \( w_\xi \) either preserves amplitude as
\[
\sum_{\xi} \beta_A w_\xi (\Omega) = 1, \quad \forall \Omega \in S^2, \tag{10}
\]
or preserves energy as
\[
\sum_{\xi} \beta_E w_\xi^2 (\Omega) = \sum_{\xi} \left[ \sqrt{\beta_E} w_\xi (\Omega) \right]^2 = 1, \quad \forall \Omega \in S^2. \tag{11}
\]

The reconstruction of amplitude, defined in this case more strictly as perfect reconstruction, is achieved if the signal restored from the filter bank \( \sigma_{nm}^\text{out}(t) \) exactly matches the input signal \( \sigma_{nm}^\text{in}(t) \)
\[
\sigma_{nm}^\text{out}(t) \overset{=}{1} \sigma_{nm}^\text{in}(t), \tag{12}
\]
for any time \( t \). If perfect reconstruction is not possible, the reconstruction of energy over time may be demanded (projection of signal onto itself) such that
\[
\langle \sigma_{nm}^\text{out}(t), \sigma_{nm}^\text{out}(t) \rangle \overset{=}{1} \langle \sigma_{nm}^\text{in}(t), \sigma_{nm}^\text{in}(t) \rangle. \tag{13}
\]
Shown previously in [29], perfect reconstruction is achieved by

\[ \sigma_{nm}^{\text{out}}(t) = \beta_{A} B H s_{\xi}(t), \]  

(14)

and energy preservation reconstruction by

\[ \tilde{\sigma}_{nm}^{\text{out}}(t) = \sqrt{\beta_{E}} B H \tilde{s}_{\xi}(t), \]  

(15)

where \( \epsilon_{n} = \frac{1}{e^{\frac{nm}{\kappa}}} \) is defined for both, according to Eq. (7). This formulation shows the advantage of the filter bank framework, because the preservation factors \( \beta_{A} \) and \( \beta_{E} \) are the only difference between both reconstruction topologies. For further details and derivations, see \([21, 29]\).

Because Eq. (6) essentially constitutes a modified SHT, the transform to order \( N_{\text{phys}} \) requires spatially band-limited signals in the spatially discrete domain to avoid spatial aliasing. Because the signals \( s_{\xi} \) stem from a directional filtering operation, the inter-signal coherence of a diffuse, spatially spher requires spatially band-limited signals to be formulated as the spatial coherence matrix

\[ R_{\xi, \xi'} = Y_{\xi, \text{nm}} \text{diag}(\epsilon_{n}) Y_{\xi', \text{nm}}^H. \]  

(16)

Assuming decorrelated signals \( \tilde{s}_{\xi}(t) \), such as from independent white noise realizations, the spatial band-limitation may be reestablished directly by

\[ \tilde{s}_{\xi}(t) = R_{\xi, \xi'}/(1R) \tilde{s}_{\xi}(t), \]  

(17)

where the spatial coherence matrix is normalized by the sum over one axis (denoted as \( 1R \)), avoiding a change in total power. Note that frequency-dependent spatial coherence \( R_{\xi, \xi'}(f) \) may also be introduced, e.g., in order to mimic the measurement microphone array properties. In practice, SMAs lose their directivity toward low frequencies because of limitations of the radial filter gains. This could be matched by increasing the spatial coherence according to an a-priori measurement. However, in favor of generality, only the broadband constraint of Eq. (17) was applied.

### 2.2 Parameter Estimation

EDCs are representations of the sound energy decay of rooms. They can be obtained from RIRs by applying the backward integration procedure proposed by Schroeder [30]. The sound energy decay is frequently modeled as a single decaying exponential with one decay rate, commonly known as the reverberation time [23, 31]. However, it is becoming increasingly relevant to fit higher-order models to EDCs that include multiple exponentials and consequently multiple decay rates, as motivated earlier. In the following, EDCs are modeled with the decay model \( d_{\xi}(t) \) [32, 33]:

\[ d_{\xi}(t) = A_{\text{noise}}(L - t) + \sum_{i=1}^{\kappa} A_{i} e^{-\frac{\ln(10)^{6 f_{i}}}{L}} - e^{-\frac{\ln(10)^{6 f_{i}}}{L}}, \]  

(18)

where \( \kappa \) is the model order, \( T_{i} \) and \( A_{i} \) are the decay rate and amplitude of the \( i \)th exponential decay, \( A_{\text{noise}} \) is the amplitude of the noise term, \( L \) is the length of the EDC, \( \ln(\cdot) \) denotes the natural logarithm, \( t \) is the sample index, and \( f_{i} \) is the sampling frequency of the RIR.

Various algorithms exist for estimating the model parameters \( T_{i}, A_{i}, \) and \( A_{\text{noise}} \) from noisy RIR measurements [22, 32, 34]. In the denoising approach, a recently proposed neural network architecture is used, which was shown to be robust, computationally efficient, and deterministic (as opposed to iterative), [22]. The neural network was trained with a purely synthetic EDC dataset, spanning EDCs with the following decay parameter ranges:

\[ \begin{align*}
1 \leq \kappa & \leq 3 \\
0.1 \leq T_{i} & \leq 1.5 T \\
-30 \text{dB} & \leq A_{i} \leq 0 \text{dB} \\
-140 \text{dB} & \leq A_{\text{noise}} \leq -30 \text{dB}
\end{align*} \]  

(19)

The performance of the neural network was reliable when analyzing two measured datasets with more than 20,000 EDCs [22]. The evaluation datasets featured variable acoustic conditions, such as a considerably varying amount of furniture, room coupling, scattering, and diffraction from geometry.

In the denoising algorithm, the DecayFitNet is used as described in [22]. The network returns estimates for \( T_{i}, A_{i}, \) and \( A_{\text{noise}} \) for every analyzed octave band.

### 2.3 Denoising

The potentially noisy SRIR Ambisonic signals \( h_{\text{in}}^{\text{in}}(t) \) are first spatially segregated by the SFB analysis Eq. (4). The now spatially discrete signals \( h_{\xi}(t) \) may then undergo the decay analysis for each beamformer \( \xi \), which provides the (multi-slope) reverberation tail parameterization and a noise floor estimate. These parameters inform a modal resynthesis of the late reverberation of each directional component. This study uses modal resynthesis because it allows for a direct resynthesis of signals that correspond to the model Eq. (18). Because SRIRs can exhibit very steep frequency roll-offs, in combination with short decay times toward high frequencies, the band rejection of time-frequency filter banks may be a limiting factor when designing the signals in the time domain, such as by band-passed noise sequences. Each \( \xi \) contains 213 modes with logarithmically spaced randomized frequency \( \omega \in [0, \pi] \) and randomized phase \( \varphi \in [0, 2\pi] \). The modes are then modulated with the corresponding time derivative of the cumulative energy decay, i.e., \( d_{\xi}(t) \), see Eq. (18) with \( A_{\text{noise}} = 0 \). To vary smoothly between frequency bands, the decay envelope is linearly interpolated in log-scale between the neighboring bands’ center frequencies, i.e., \( d_{\text{env}}(t) \).

The modal resynthesis is carried out as

\[ \tilde{h}_{\xi}(t) = \sum_{\omega} d_{\text{env}}(t) \sin(\omega t + \varphi) \sqrt{2} \omega_{\xi}, \]  

(20)

where the latter factor compensates the energy distribution induced by the logarithmic spacing of \( \omega \).

The crossover point between the input SRIR and synthesized tail is found based on the noise estimated from the parameterization while aiming to preserve as much of the original input as possible. Therefore, the squared input RIR is first smoothed with a 100th-order median filter. Then, the crossover point is determined by the first time sample 6 dB
The unaltered early part of the SRIR reconstructs perfectly using Eq. (14). Replacing the beamformers by independently randomized realizations, the spatial coherences and thus spatial bandwidth limitations need to be re-established. Assuming fully decorrelated components $\tilde{h}_E(t)$, the normalized beam correlation matrix Eq. (17) may therefore simply be applied to obtain $\tilde{h}_E(t)$. The signals of the resynthesized noise tail are re-encoded to the SHD using the energy-preserving topology of Eq. (15).

3 EVALUATION

3.1 Input Signals

The anisotropic multi-slope decay resynthesis algorithm was evaluated using two types of input signal. The first was a simulated SRIR, which provided a noise-free reference case to which varying levels of additive noise could be added. The second was a measured SRIR from a coupled room SRIR dataset [13], recorded with an Eigenmike and with audible noise present. The two SRIRs are detailed in the following and referred to as simulated SRIR (SRIR_sim) and SRIR_meas. Both SRIRs were order truncated to $N_{3dh} = 3$, which simplifies the presentation without any loss of generality. A waterfall plot of both scenarios is shown in Figs. 7(a) and 8(a).

The SRIR_sim was created using an image-source model for the early reflections and a stochastic decay part for the late reverberation. This hybrid model provided natural-sounding results in various previous applications and is considered a standard practice. The shoebox model simulated a room of dimensions 10.2 m x 7.1 m x 3.2 m, $V = 231.7 \text{ m}^3$. The reverberation time was specified as 1 s, falling to 0.5 s at high frequencies. The source was positioned $[1, 0, 0]^T \text{ m}$ from the receiver. The reverber was faded linearly (over 50 ms) into an exponentially decaying stochastic reverb after 52.81 ms. The latter corresponds to $t_{\text{mpf5}} = 0.0117 \cdot V + 50.1$, a conservative estimation of the mixing time according to [35].

The procedure of utilizing a noise-free simulated SRIR allowed for the controlled addition of noise at a chosen level. According to the signal model Eq. (1), the experiment injected additive white noise of varying SNR. Therefore, spherically isotropic, but spatially band-limited, white noise was simulated as independent realizations of white noise in each SH component $\sigma_{nm}^2$ of equal power [36]. Fig. 6 depicts the instantaneous power of the resulting signal.

The second test signal was the measured SRIR_meas, which includes multi-slope decays and directional reverberation, as well as non-Gaussian noise present in the measured impulse response. The measurement was taken according to a dataset of coupled SRIRs recorded using the mh Acoustics em32 Eigenmike, an SMA capable of fourth-order HOA capture [13]. The chosen SRIR was measured at a distance of 250 cm, which is in the center of the coupling aperture between two rooms, of the Meeting Room to Hallway transition. The source is positioned inside the less reverberant room, and auralization of the SRIR shows clear directional elements to the decay and measured noise, making this SRIR appropriate as a test signal for the evaluation of the algorithm. Besides the microphone self-noise, there were multiple (directional) noise sources present. As needed for the evaluation, the average of six 10-s exponential sweep measurements achieved the maximum SNR in this scenario.

3.2 Technical Evaluation

3.2.1 Test Metrics

Informal listening showed a clear and consistent SNR improvement with the proposed algorithm. In order to quantify the SNR increase, varying additive white diffuse noise was added to the noise-free SRIR_sim. This allows a direct SNR comparison between the noise-free original SRIR and denoised SRIR obtained from an equivalent but noisy input. The SNR is defined as the ratio between the measured power of a signal with negligible noise contribution and the measured power of a predominantly noisy signal. Therefore, the power of the first 5 ms is measured starting with the direct sound, comparing to the measured power of the last 5 ms of the IR. A metric to evaluate noise reduction based on the measured SNR improvement may then be

\begin{align}
\text{SNR} = \frac{p(\text{out})}{p(\text{in})}
\end{align}

Fig. 7. Waterfall plots over the first beamformer output of the simulated spatial room impulse response (SRIR sim) tail after 100 ms, between the noisy input (a) and denoised output (b). The input was simulated by adding white diffuse noise with 50-dB signal-to-noise ratio (SNR) to a noise-free impulse response (IR). The solid line visualizes the 1/3-octave smoothed IR tail magnitude (in decibels).

The SNR improvement is defined as

\[
\text{SNR}_{\text{impv}} = \frac{\text{SNR}_{\text{out}}}{\text{SNR}_{\text{in}}} = \frac{P_{\text{out}}/P_{\text{in}}}{P_{\text{out}}/P_{\text{in}}},
\]

\[
= \frac{\text{trace}(C_{\text{out},\xi})/\text{trace}(C_{\text{in},\xi})}{\text{trace}(C_{\text{in},\xi})/\text{trace}(C_{\text{in},\xi})},
\]

using

\[
P = \frac{1}{(N+1)^2 T} \text{trace}(C_{nm}),
\]

and the SHD signal covariance \(C_{nm}\) over time interval \(T\).

To quantify the spectral error across the sphere, the mean absolute difference of the directionally constrained spectra between the noise-free input and denoised output is compared as

\[
\overline{\varepsilon}_{\text{spec}} = \frac{1}{J K} \sum_{\xi=1}^{J} \sum_{k=1}^{K} |H_{\xi,k}^{\text{late, out, smth}}| - |H_{\xi,k}^{\text{late, in, smth}}|.
\]

Therefore, the log space (decibels) difference of the 1/3-octave-band smoothed spectra \(H\) is averaged over the frequency index \(k\) and beamformers \(\xi\), essentially comparing the solid to dashed lines shown in Fig. 9. This error will also contain absolute level mismatches among directional components.

The reverberation tail reconstruction is apparent in the waterfall plots in Fig. 7. Quantifying the reverberation tail

Fig. 8. Waterfall plots over the first beamformer output of the measured spatial room impulse response (SRIR meas) tail after 100 ms, between the noisy input (a) and denoised output (b). Input measured by a spherical microphone array. The solid line visualizes the 1/3-octave smoothed impulse response (IR) tail magnitude (in decibels).
length error between the noise-free input and denoised output

$$E_{T60} = \frac{1}{J B} \sum_{\xi=1}^{J} \sum_{b=1}^{B} |T_{60,\xi}(b) - T_{60,\xi}^{\text{in}}(b)|$$

(25)

gives an indicator of the mean $T_{60}$ error introduced by the processing. Extracted from backward-integrated EDCs in octave filter bands $b$, the time sample that first crosses $-60$ dB marks $T_{60}(b)$. In low SNR conditions, $T_{60}(b)$ is approximated by doubling the time to cross $-30$ dB. An example of the averaged values is shown in Fig. 10.

### 3.2.2 Results

Table 1 presents the results of the technical evaluation comparing the noise-free input $\text{SRIR}_{\text{sim}}$ and denoised output, obtained from the same $\text{SRIR}$ with varying levels of additive noise. When increasing the level of simulated additive diffuse white noise, i.e., decreasing $\text{SNR}_{\text{in}, \text{sim}}$, the reported algorithm generally performed strong denoising. Measured $\text{SNR}_{\text{mpv}}$ indicates steady SNR improvements, which saturates on one end because of no measurable differences and on the other end at around $\text{SNR}_{\text{in}, \text{sim}} = 30$. Both the mean spectral error $E_{\text{spec}}$ and mean reverberation length error $E_{T60}$ stay very low up until $\text{SNR}_{\text{in}, \text{sim}} = 30$.

#### 3.3 Perceptual Evaluation

##### 3.3.1 Test Design

The previously reported technical evaluation showed good results on the tested single-slope $\text{SRIR}$ when modified with varying levels of additive white noise. However, in reality, $\text{SRIRs}$ are more complex and can only be captured in all their aspects by measurements. These measurements cannot be achieved noise free because of limitations of the microphones and environmental noise. To quantify the real-world perceived performance of the proposed algorithm, a perceptual listening test was conducted with the measured $\text{SRIR}$ detailed in Sec. 3.1.

The listening test subjects were recruited from the Aalto University Acoustics Lab and can be considered experienced listeners, designing and participating in multiple critical listening tests before. A total of 12 listeners (male/female), aged 24–38 years (mean: 29.5), rated the items in a single trial according to a Multiple Stimuli with Hidden Reference and Anchor–like test paradigm (using [37]) in terms of the presented spatial denoising quality (poor–excellent). Out of these 12 participants, nine identified the reference condition by rating it higher than 90, whereas the other results were excluded from the evaluation. The test took place in the listening booths of the Aalto University acoustics laboratories and took around 15 min in total.

All $\text{SRIRs}$ were binaurally rendered by SH domain convolution, with a set of head-related impulse responses obtained from a KU100 dummy head [38]. The SH spectrum tapering approach with coloration compensation was applied in order to mitigate high-frequency loss by SH order
truncation, as described in [39]. The equalization therein can be seen as a diffuse field equalization technique, where the resulting renderings contained enough high-frequency content for the judging of fine details, without relying on further non-linear processing.

The binaural SRIRs were convolved with a 5-s loop of a dry drumkit recording. The signal was chosen to excite a broadband response with enough transients. The reverberation decayed fully at the end of the loop, such that even small differences in the decay behavior could be detected. Participants were explicitly encouraged to limit the loop range during the test such that they can concentrate on small details, and the test conductor noticed that every participant focused on the last reverberation decay. Additionally, there was a training phase, where participants could get familiar with the interface and the type of performance differences. Although these instructions might result in an overly critical evaluation, it is assumed that these helped detect differences that might have otherwise been left undiscovered with a small sample size.

The reference to compare against (REF) is the unprocessed measurement with the maximum SNR achieved by averaging six SRIR measurements obtained from 10-s sweeps (measured broadband SNR$_{in}$ = 61.38 dB). The items C1–C6 are the proposed algorithm operating under decreasing SNR conditions, achieved by adding varying levels of recorded noise to the input signal. Besides the microphone self noise, the recorded noise included a quite prominent air conditioning noise and high-frequency inference from other electronic devices. The conditions were as follows: C1, 100-dB SNR; C2, 60-dB SNR; C3, 50-dB SNR; C4, 40-dB SNR; C5, 30-dB SNR; and C6, 20-dB SNR. Additionally, the test included two anchor-like conditions: A1, 30-dB SNR without any denoising, and A2, 30-dB SNR without spatial processing in the resynthesis (i.e., one omni-directional beamformer) and only a single estimated slope.

### 3.3.2 Results

The results of the listening test are presented in Fig. 11 as individual transparent dots and violin plots, whereby the width of the violin shows the density of data, median values are presented as a white point, the interquartile range is marked using a thick black line, and the range between the lower and upper adjacent values is marked using a thin black line. Comparing to the technical evaluation in the noise-free single-slope case, the participants could detect deviations from the reference earlier than the technical measures predicted from the single-slope case. However, the median follows an order as predicted and is in good agreement with the technical measures. The participants also rated the algorithm as excellent when operating in the typical measurement SNR range.

Because of the low number of participants, descriptive and non-parametric statistics were favored over parametric alternatives. The Wilcoxon signed-rank test evaluates a statistically significant difference between two conditions ($H_0$: the tested underlying distributions are the same). The results are presented in Fig. 12, reported at a 95% confidence level. With both medians of REF and C1 at 100, the ratings suggest that subjects were not able to confidently identify the condition where the proposed method was applied, in comparison to the reference. For decreasing SNRs, the test indicates a perceptual difference to no spatial denoising treatment. The effectiveness of the proposed algorithm is highlighted by the comparison between A1 (no processing) and C5 (with processing), in the 30-dB SNR scenario. Here, the proposed algorithm performs better than the unprocessed case, which is supported by their statistically significant difference. Similarly, the comparison A2 (no spatial reconstruction) to C5 (full spatial processing) shows an advantage of incorporating the directional reconstruction of the late SRIR tail.
4 DISCUSSION

This paper presented a method for SRIR tail resynthesis, including directional dependency and multi-slope decays. The importance of directional processing was justified by observing the anisotropic behavior in Figs. 1 and 2 and the multi-slope parameterization in Fig. 4. The results presented in Sec. 3.2.2 highlight promising performance. The parameter extraction, reverber tail resynthesis, and SH re-encoding delivered predictable outcomes.

The measured SRIRs obtained from an SMA exhibited prominent noise, with a distinct high-frequency component. Additionally, there were environmental noise sources, such as an air conditioning unit, in the room. The noise is audible even when listening to the SRIR alone and is not spectrally white as shown in Fig. 8(a), which means that a Gaussian noise assumption cannot be made. It also shows a frequency-dependent decay time, with rapidly vanishing high-frequency components. After the denoising procedure presented in Sec. 2, the noise was not perceivable anymore. This was confirmed by a formal listening test, which showed the timbre and tail decay can match convincingly, something that is supported by comparing the waterfall plots Fig. 8(b) and decay slopes in Fig. 4.

When measuring the input to output on the noise-free input SRIR}_{\text{sim}}, the performance could also be quantified. It showed that the SNR could consistently be improved upon, up to the measurable limit. However, the denoising process was carried out frequency-dependently; hence, the mean spectral error \( \overline{E}_{\text{spec}} \) quantified changes in timbre. It shows that \( \overline{E}_{\text{spec}} \) stays relatively low until around -30-dB noise-floor SNR. This corresponded well to the point where a slight shift in timbre was audible when listening to the reverberation tails. Compared to Fig. 8, it shows that the high frequencies drop rapidly in the same range. At such low SNR conditions, the tail is buried in noise, and a meaningful parameter estimation is not possible. Nevertheless, Fig. 9 also shows the excellent matching between input and output spectra, where the deviations in the lower-frequency region might originate from different mode frequencies during resynthesis.

The effect of mismatched reverberation times becomes audible in the same range of additive noise. Around -30-dB SNR from the noise floor, a slight double decay starts to become audible. Again, this affects high frequencies first. The parameter estimation becomes harder on flattened EDCs, generally resulting in overestimating the corresponding \( T_{60} \), even though the parameterization detects the noise floor.

The findings of the experiment support the informal findings from the measured SRIR}_{\text{meas}}, where a controlled evaluation is not possible because there is no noise-free comparison SRIR. The broadband SNR of this SRIR is the range in which the proposed denoising algorithm could be justified by the previous systematic evaluation.

Ultimately, the denoising algorithm replaces parts of the SRIR. The lower the input SNR, the larger the interference with the original SRIR. The perceptual evaluation showed that the algorithm can operate almost transparently and that denoising may improve the perceived audio quality. However, replacing significant portions of the impulse response is audible when compared to a reference. The test also highlighted the importance of following the spatial characteristics of the SRIR and showed that the spatial aspect of the described method improves the perceptual performance.

It should be noted that the performance is dependent on the actual input conditions. Nevertheless, the results indicate reliable performance, as long as the input EDC can be considered sufficiently above the noise floor. The experienced performance limitations in this work seemed to be related to the parameter extraction. Further information on the temporal evolution of an impulse response was not yet incorporated. The current framework only acts on the measured input parameters, without inference or convergence assumptions. The latter additional assumptions may improve the performance on critical input SNR conditions, where parameters are not retraceable anymore.

Although the modal resynthesis allowed for a straightforward implementation according to the multi-slope IR model, the resynthesis to the SHD introduced additional complexity. A formulation directly in the SHD could provide an appropriate alternative here.

Compared to previous work (e.g., [19]), using fewer beamformers might improve directional independence of the parameterization and synthesis computation time. However, the presented SFB relies on a uniform spatial sampling and quadrature weights, accordingly. Future formulations may allow non-uniform sampling, supporting more minimal spatial sampling strategies. The spatial weighting of the chosen spatial Butterworth filter pattern, however, seemed to provide sufficient suppression for all examined SRIRs in this work so that the spatial interaction was not identified as a limiting factor.

5 CONCLUSION

This paper has presented a method for resynthesizing the late decay of an SRIR, whereby an SFB extracts directionally constrained signals that are then analyzed and described as multiple exponential decays and a noise floor. The late reverberation is then resynthesized for each directional component signal using modal synthesis without the noise floor, and the SRIR is reconstructed with restored late reverberation.

The method has been evaluated both technically and perceptually, using both synthesized and measured SRIRs. The technical evaluation showed that the resynthesis technique is effective for SNRs as low as 40 dB, but at 30 dB and lower, it produced limited results because significant portions of the evaluated IR disappeared in the noise floor. The perceptual evaluation showed that the method was successful, although artefacts were audible for denoised SRIRs with low SNRs. Future work could include more elaborate parameterization in very low SNR conditions, i.e., by inferring parts that disappear within the noise floor from parts that are retraceable.
Further resources of this study are available online.²
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