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The binaural technique uses a set of direction-dependent filters known as Head-Related Transfer Functions (HRTFs) in order to create 3D soundscapes through a pair of headphones. Although each HRTF is unique to the person it is measured from, due to the cost and complexity of the measurement process pre-measured non-individual HRTFs are generally used. This study investigates whether it is possible for a listener to perceptually select the best-fitting non-individual HRTFs in a consistent manner, using both subjective and objective methods. 16 subjects participated in 3 repeated sessions of binaural listening tests. During each session, participants firstly listened to moving sound sources spatialized using 7 different non-individual HRTFs and ranked them according to perceived plausibility and externalization (subjective selection). They then performed a localization task with sources spatialized using the same HRTFs (objective selection). In the subjective selection, 3 to 9 participants showed test-retest reliability levels that could be regarded as good or excellent depending on the attribute under question, the source type, and the trajectory. The reliability was better for participants with musical training and critical audio listening experience. In the objective selection, it was not possible to find significant differences between the tested HRTFs based on localization-related performances.

0 INTRODUCTION

Throughout the history of research on spatial audio reproduction technology, binaural audio processing has been one of the main techniques under active research, along with loudspeaker-based techniques [1]. Binaural spatial audio rendering makes use of currently available knowledge of the auditory cues at the core of the spatial hearing mechanisms [2]. Among the most widely known are the Interaural Time and Level Differences (ITDs and ILDs, respectively), which provide the sense of lateral source direction. A more comprehensive descriptor that includes the spectral cues as well as ITDs and ILDs has been known as Head-Related Transfer Function (HRTF). HRTFs are the frequency-domain representations of head-related impulse responses (HRIRs), which are measured at the two ears from a given source position, typically in an anechoic environment [3]. Every element of the sound propagation path is therefore comprised in this measurement, including the direction and distance of the source and the morphological characteristics of the head, pinnae, and torso. Rendering of sound sources at arbitrary virtual positions is possible through filtering of the anechoic source signals with the HRTFs measured at the corresponding positions. More convincing simulation of a realistic auditory scene is possible with the additional simulation of reflections or reverberation [4].

The morphological dependence of HRTFs indicates that a set of HRTFs is specific to the person they are measured from. However, it is not practical to collect the HRTF set for every individual listener due to the complexity and cost of the needed equipment and the time for completing the procedure. A common practice, therefore, is to use a generic HRTF set measured with a dummy head produced with morphological dimensions representing a large population [5–7]. There can still be variations between these generic HRTF sets due to the number of dummy head manufacturers and the populations they represent. A number of other HRTF sets, measured on several individuals, are also available as databases from researchers and laboratories worldwide [8–16]. This leads to a pool of non-individual HRTF sets, which can be the starting point of a selection by end users and/or producers of HRTF-based binaural
audio applications. The next question then remains on how to select an HRTF set from such datasets, which ensures the best performances for a given individual. Various studies have been carried out in the past years to investigate this issue. The focus has been upon the design and validation of methodologies to enable the selection of the best HRTF set or upon a more fundamental issue of the potential success of such methods (for simplicity, the term HRTF will be used in place of HRTF set hereafter to describe a set of HRTF measured from a single person or a dummy head).

Previous HRTF selection attempts can be grouped into two overall categories: physical measurement-based matching and perceptual selection. The former often requires an established HRTF database with the anthropometric measurement of the corresponding individuals, including the head, torso, and various parts of the pinna. For a user whose anthropometric measurement can be taken in the same way, the HRTF that minimizes this measurement difference or the relevant corresponding physical features (such as frequency peaks and notches) can be selected [17–19]. Other similar methods exist where a relationship is established between the HRTF and certain measurements of the pinna (e.g., the outer profile and its distance from the entrance of the ear canal), and then this is used to select the best-fitting HRTF for a given individual from a pre-measured database [20]. This matching or fitting process has increasingly been supported by emerging machine learning techniques [21–24]. The latter (perceptual selection), on the other hand, involves selecting one or multiple HRTFs based on the listener’s perception of related spatial or timbral attributes. The scope of this study is specifically upon this perceptual selection procedure, which is not only a separate paradigm under active investigation but is also employed as a validation step in conjunction with many of the physical measurement-based selection techniques.

Previous studies on perceptual selection used strategies that can be further categorized based on the type of test and how the listeners’ responses are collected and analyzed. The first kind of these perceptual selection strategies are based on direct subjective rating. The listeners are asked to rate HRTFs based on the perceived quality of some descriptive attributes, from the overall impression [25] to how well the auditory presentation matches specifically described movement or location of the virtual source [26–31]. Various methods have been introduced for the selection, such as ranking [26], rating on scales [27, 28, 30], multiple best choice [29], and pairwise comparisons [25, 31]. Another kind of more indirect perceptual selection strategy is based on objective methods. The listeners perform spatial perception tasks such as sound source localization, from which the selection of the best HRTFs is indirectly made based on the performance, such as the localization errors, front-back confusion rates, and externalization rates [26, 32, 28, 19]. Many of these studies attempted to evaluate their selection strategy and method in terms of the consistency of the selection over repetitions or the performance of the selected HRTFs in a separate validation. However, the general finding from these previous works is that no single best HRTF can be consistently and repeatedly selected. Another interesting finding is that one’s own HRTF is “often” found to be the best but not always the single best [25, 32, 27, 28]. Only some marginally successful cases can be found where a set of “better” HRTFs could be chosen [26, 25, 29]. The better-performing HRTFs were relatively easier to outline when the judgments were based on perceived externalization or elevation [29, 19]. Also, grouping of the listeners based on the musical or binaural listening experiences has shown a possibility of better HRTF selectivity by the more experienced ones in that the variances of the judgments were smaller [27]. Other studies employed a pre-screening of the listeners, assessing their general ability to localize sound sources within a binaural headphone-based localization task. The best performers are then separated from the worse ones, showing that the selection procedure is consistent for the first and not the latter [20]. Still, these findings were not conclusive, implying the difficulties in understanding the nature of effective HRTF selection.

In a recent study on adaptation to non-individual HRTFs conducted by the authors’ research group [33], an attempt was made to pre-select an HRTF suitable for each subject using a localization task within a virtual environment. A preliminary test and analysis showed that there was no consistency in the localization performances (i.e., localization error) using the different HRTFs, making it impossible to assign a single suitable HRTF set per listener. This finding motivated a separate dedicated investigation into the possibility of consistently selecting an HRTF set, preceded by a comprehensive review of the previously used selection methods. This study was therefore initiated aiming at collectively employing the various perceptual HRTF selection methods, found to be potentially effective in the previous works, and assessing the consistency of their results within one set of experiments rather than through separate sets with different listeners. More specifically, a review of the previous studies led to the decision to introduce a subjective selection method of directly grading the HRTFs based on their spatial perceptual attributes and an objective selection method based on the localization accuracy using the stimuli processed with the same HRTFs. The research questions to be answered by this study can be formalized as follows:

- Is there any consistency in listeners’ perceptual selection of best HRTFs across repeated sessions, based on subjective or objective methods?
- Is there any effect of previous listening experience on the consistency of the HRTF selection using either methods, as previously found in literature [27, 30]?

The details of the experiment are described in the following sections, followed by the analyses of the results and discussions of the findings.

1 EXPERIMENT

This section describes the design and procedure of the experiment where HRTFs were evaluated and selected repeatedly using the methods introduced in the previous section.
1.1 Participants

A total of 16 participants (11 males and 5 females, aged between 18 and 40) took part in the experiment. All received formal introduction to the procedure using a participant information sheet that, along with the overall experiment protocol, was reviewed and approved by the research ethics committee of the authors’ affiliated institution. Written informed consents were obtained from all participants. No auditory or cognitive deficit was reported. In particular, attempts were made to recruit participants with various backgrounds, training, and experience in music and/or 3D audio listening or research, in order to investigate whether the participants with and without experience would show any difference in the results, as the tendency found in [27]. The participants’ previous experience in musical training and binaural 3D audio was noted through individual conversations with the experimenter during the introduction. Those with musical training had at least 5 years of experience. Whoever reported to have previous binaural spatial listening experience of any duration were recorded as the ones with binaural audio experience. In [27], a set of criteria was introduced to categorize listeners by mapping their listening experiences to the definitions of generic sensory assessors taken from an ISO standard and adopted to listening tests [34]. According to these criteria, six of the participants who had no musical training or previous experience in binaural spatial audio listening were categorized as initiated assessors (IAs). Four did not have musical training but had had experience in binaural spatial audio listening and were grouped as selected assessors (SAs) using the same criteria. Two were musicians without any binaural audio listening experience and categorized as experts (EXs). Four were musicians or musically trained professionals with extensive experience in spatial audio listening, including binaural synthesis or critical listening skills for audio quality evaluation. These were categorized as expert assessors (EAs). All participants were given a brief tutorial at the beginning of the first session. This consisted in allowing them to carry out both subjective and objective selection tests for a limited amount of time in order to become familiarized with the task and the user interface.

1.2 Experimental Design

The listening test was structured such that the participants were asked to listen to a number of binaural stimuli synthesized using different HRTFs and provide their responses as instructed in three repeated sessions. As described earlier, each session was divided into two sub-sessions, both carried out consecutively on the same day. The subjective selection took an average of 20 minutes across participants, followed by a 10-minute break and the objective selection (40 minutes average). Only one participant took significantly more time (one hour) for each of the sessions. Each session was repeated three times across different days (between two and eleven days apart). The HRTF pool consisted of a total of seven HRTFs that had been selected in [28]. The study performed by Katz and colleagues created a subset of 7 HRTFs (from the 46 included in the IRCAM LIS-TEN database [10]), perceptually different and optimized in order to satisfy (through a subjective listening test) a large number of participants’ judgments. The addition of HRTFs from other databases was initially considered. This would have caused, though, a lengthening of the tests, which would have therefore become more tiring for the participant and potentially less reliable. Furthermore, the addition of HRTFs measured from different labs and with different equipment would have introduced further differences (beyond the actual HRTF individual features) within the set, including asymmetries, spectral magnitude, and ITD variations (see also [35]). This option was therefore discarded.

1.2.1 Subjective Selection Method

The participants were firstly asked to perceptually compare and grade the seven HRTFs using discrete scales, focusing specifically on localization-related attributes (i.e., disregarding other attributes such as timbre). Two source signals were used to create the stimuli: an anechoic female speech excerpt from the Music for Archimedes collection [36] and bursts of a 200 millisecond-long pink noise with sinusoidal onset and offset ramps of 10 milliseconds. Both source signals were truncated to be 10 seconds long and equalized in the RMS levels. The seven HRTFs were used to simulate continuous circular movement of the sources in two trajectories—horizontal trajectory clockwise starting from the front and vertical trajectory over the sagittal plane starting upward from the front. The speed was adjusted such that one round of circular movement was completed in 10 seconds. No processing was made in terms of distance, which was fixed at the position where the HRTFs were measured [10]. This led to four source signal-trajectory combinations per HRTF.

The user interface was developed using Cycling74’s MaxMSP, based on an open source patcher originally made for MUSHRA testing.1 The interface was adapted for the current study, keeping the multi-stimulus playback and switching, and data logging features, and modifying the rest. Each of the source signal-trajectory combinations were presented with the 7 HRTFs on a page with corresponding scales ranging from 1 to 7. The trajectory of the sound source was displayed on a separate screen as the visual reference, as a 3D model of a sphere moving around the head, synchronized in time with the audio. The visual referencing was considered to be an intuitive way of describing the expected source movement at any given moment during the playback. This was done consistently across the participants, since the movement was simulated to be continuous rather than discrete. Any potential bias due to the visual feedback would also be consistent across the HRTFs and repetitions and was therefore not considered to be detrimental to the experiment.

Two localization-based questions were conceived toward the selection based on the reviewed previous studies. The first one was about so-called “plausibility” related to how well the movement of the sound matched the horizontal

---

1 https://github.com/IsSR-Surrey/MUSHRA-MaxMSP
or vertical movement of the sphere shown on the separate screen without being skewed, jumping, or giving an impression of front-back or up-down confusions. The second question was about the so-called “externalization,” described as how much “outside the head” the participant would feel the sound was moving. Although it could be argued that the sense of plausibility may include externalization, it was decided to collect the grading data for externalization separately, considering that this attribute has been specifically addressed by some of the previous studies reviewed above. Additional questions were initially devised, such as those related with HRTF-describing attributes, as revealed in [37], therefore coloration, immersion, and realism. However, it was decided not to include them all, considering the major increase of the time needed to complete the tests with any additional attribute under question and also considering the comparison of the results with those from the objective selection, purely based on the localization performances. The participants were instructed to try to focus on the two aspects separately, based on the questions asked. A detailed description of the questions was given to the participants both in writing and verbally. The whole set of stimuli was presented twice for these two questions, leading to a total of eight [source signal—trajectory—asked attribute] combinations per HRTF. Consequently, eight pages were presented to each participant for the evaluation of the seven stimuli corresponding to the seven HRTFs. Fig. 1 shows the user interface of one of the evaluation pages with the additional visual reference. The presentation of the pages and the order of the seven HRTFs per page were randomized in order. It was possible for the participants to control the playback of the stimuli so that they could listen to them or pause as they wanted. It was also possible to switch stimuli seamlessly while they were playing. The participants were asked to use the full range of scales by giving to at least one of the stimuli the highest score (7) and to at least one the lowest (1), while allowed to give the same score to multiple stimuli.

1.2.2 Objective Selection Method

Participants were asked to localize the stimuli presented at fixed positions. The same HRTFs and source signals used in the subjective selection were used with the intention to keep the experimental conditions as similar as possible. However, keeping the signal duration would have made the listening test impractical in terms of the total time. They were therefore truncated to be 4.4 seconds long, corresponding to the length of 1 spoken sentence of the female speech. Six source positions were simulated per source signal and HRTF. These positions were randomized within ±10° from 6 fixed azimuth-elevation pairs, (0°, 10°), (180°, 10°), (60°, 40°), (−60°, 40°), (120°, −20°), and (−120°, −20°), to prevent potential confinement of presented source directions when completely randomized. Similarly to the subjective selection, no processing was made in terms of distance, which was fixed at the position where the HRTFs were measured [10]. This led to a total of 84 stimuli to be evaluated (2 source signals, 7 HRTFs, and 6 virtual source positions).

The user interface was developed using the same software used for the subjective selection. Fig. 2 shows the user interface designed for this experiment. On each page, one of the stimuli was presented, and the participant was asked to indicate the perceived source position on a circular horizontal plane and separate vertical scale. The azimuth and distance could be marked on the horizontal plane and the elevation on the vertical scale. The horizontal plane was set to have a maximum radial distance of approximately 2 m from the center of the head, which is in line with the distance at which the HRTFs were measured. Instead of direct marking of the distance numerically, a diagram of
the head was displayed in the center, which implied how far the source could be distributed. Because the absence of any additional reverberation could result in the source being localized inside the head, the participants were reminded that they could mark the perceived position of the source inside the head drawn in the middle of the diagram as well as in other positions within the plane. They were also asked to maintain the same criteria across the various trials. Considering that no simulation was performed for rendering sources at different distances, this metric was used to enable collection of data that could be related to the perception of externalization and compared to the rating of the HRTFs from the subjective selection experiment. The main point of interest here was the difference between the HRTF sets and the consistency in the evaluations rather than the validation of the distance indication method. The participants were allowed to repeat each stimulus before confirming their answer and proceeding to the next.

1.3 Listening Environment and Equipment

The test was conducted in a dedicated quiet room, acoustically treated with absorbent foam. The participants were given a laptop with the user interface, connected to an additional larger monitor. The audio was played using an external USB audio interface (MOTU UltraLite Mk3) through Sennheiser HD 650 open-back headphones. The spatialized audio was generated using the 3D Tune-In Toolkit Test Application [38], which was controlled by the Max interface using the Open Sound Control (OSC) protocol. No head-tracking was used in order to keep the experimental conditions in line with the ones used in previous studies. Participants were encouraged not to move their heads during the experiment.

The frequency response of the audio rendering chain was measured using a calibrated microphone and frequency analyzer (NTI XL2 with M2230 microphone), and the prominent uneven responses with over ±3 dB differences from the flat lower frequency region were compensated by using a linear phase parametric equalizer (MOTU CueMix 7-band EQ, with phase-lock) on the output, mimicking the inverse response. The output level was initially adjustable by each participant around a previously fixed level in case it was not comfortable. After this initial calibration, it then remained the same throughout the experiment per participant. The applied gain ranged from −3 dB to +9 dB from the originally fixed level with the majority of the participant remaining at the original level.

Previous studies have shown that the transfer function between headphones and ear drums (HpTF) can play a role in terms of externalization and overall naturalness of the binaural rendering [39, 40]. Nevertheless, strong evidence does not exist to support that HpTFs can improve localization accuracy [41, 42]. Furthermore, HpTFs are not direction dependent, as they are applied in the same way to all source positions, and do not therefore have an influence on HRTF-specific effects, which are the objects of this study. For these reasons, and in line with relevant research in the area (e.g., [30]), no HpTF was measured and used in this study.

2 RESULTS AND ANALYSES

The results from the experiments over the three repeated sessions are outlined and analyzed in this section. The two experimental sessions corresponding to the subjective and objective HRTF selection methods are analyzed separately.

2.1 Subjective Selection

The results for the subjective selection experiment are presented in the following subsection.

2.1.1 Test-Retest Reliability as a Measure of Consistency

The Intra Class Correlation (ICC) was used as the indicator of the test-retest reliability [43–45], which in turn will work as a measure of selection consistency. Individual ICC estimates (per participant) and their 95% confidence intervals were calculated using the SPSS statistical analysis package version 24, based on a mean-rating (k = 3), absolute-agreement, 2-way mixed-effects model [45]. This corresponds to the nature of the experimental design involving a single rater and the three repeated sessions of rating seven HRTFs per one trial.

Based on a 95% confidence interval, Koo and Li [45] give the following recommendation for interpreting ICC:

- below 0.50: poor
- between 0.50 and 0.75: moderate
- between 0.75 and 0.90: good
- above 0.90: excellent

These values were then separately derived for the specific cases of each independent variable—attribute under question (plausibility or externalization), source signal (speech or noise), and trajectory (horizontal or vertical). Table 1 shows the ICC values for all participants, across all trials per session and per each of the test conditions.

2.1.2 Reliability Levels for All and Specific Test Conditions

Across all the test conditions, three of the participants in the expert assessor (EA) group and one in the initiated assessor (IA) group show good overall reliability level.

The individual reliability levels vary when the specific test conditions are separately examined. When the ICC values are compared only for the question on the externalization, three participants in the EA group, two in the SA group, three in the IA group, and one from the EX group show a good reliability level. Of these, the one EX has the highest ICC (0.894). On the question of plausibility, two participants in the EA group and one in the SA group show a good or higher reliability level. A reliability level above 0.9 (“excellent”) is seen with the EA participant. Looking at the type of sound sources, for the noise, three participants in the EA group show good reliability levels. With
the speech as the source, two participants in the EA group, one from the SA group, two from the IA group, and one from the EX group show good reliability levels. Lastly, for the horizontal source trajectory, three participants in the EA group and two in the IA group show good reliability levels. For the vertical source trajectory, three participants in the EA group, one in the SA group, and one in the IA group show good or higher reliability levels. A reliability level above 0.9 ("excellent") is seen with an EA participant.

In general, the highest ICC values are seen with the EAs, except for the question on externalization (one EA had the highest ICC). Only two participants (5 and 12, both EAs) show a good or excellent reliability level for every individual test condition. Interestingly, one participant from the EA group (Participant 7) does not show a reliability level above 0.75 in any test condition. On the other hand, one participant (Participant 9) from the IA group shows overall high reliability levels for all the test conditions, compared to the other IAs; the smallest ICC estimate for this participant (0.737) is near the “good” range.

2.1.3 Differences in Reliability Between Expertise Levels

The estimated ICC values for all the participants and each case of the questions asked, source trajectories, and signal types were examined to find out whether there was any difference in the reliability levels between the participants with a higher level of expertise and the rest. The participants were divided into two groups—those who were categorized as EA (Participants 5, 7, 12 and 15), with the higher expected level of expertise, and those in the other categories (IA, SA, and EX). An independent-samples Mann-Whitney U test was conducted due to the non-normality of the data sets. For the plausibility question, the participants labeled as experts showed higher test-retest reliability (M = 0.78, SD = 0.16) than the participants labeled as non-experts (M = 0.37, SD = 0.23) for all trials (U = 44, p = 0.013). Also for all trials with the noise as the source, the participants labeled as experts showed higher reliability (M = 0.75, SD = 0.23) than the non-experts (M = 0.40, SD = 0.26; U = 42, p = 0.030). No significant difference was found between the two groups for the overall reliability level or for the other trial conditions.

2.1.4 Difference Between Condition Pairs

In order to compare the ICC values for all the participants between each pair of conditions given in the experiment—question type (externalization or plausibility), source type (noise or speech), and trajectory (horizontal or vertical)—Wilcoxon Signed Ranks Tests were conducted. There was no significant difference in the ICC values between the externalization (M = 0.48, SD = 0.64) and plausibility (M = 0.48, SD = 0.28) questions (Z = −0.595, p = 0.552), the noise (M = 0.48, SD = 0.29) and speech (M = 0.55, SD = 0.40) source types (Z = −1.16, p = 0.245), or the horizontal (M = 0.50, SD = 0.30) and vertical (M = 0.53, SD = 0.40) trajectories (Z = −0.170, p = 0.865).

2.1.5 Independent Variables Combination

An attempt was made to find the combination across the various independent variables, which resulted in the highest ICC estimates across all participants. The combination of Externalization (question), Speech (source type), and Vertical (trajectory) led to the overall highest ICC values (M = 0.64, SD = 0.34), with 9 participants achieving ICC above the 0.75 threshold (good or excellent reliability level). Wilcoxon Signed Ranks Tests were conducted in order to verify whether the differences between this combination of variables and the other possible ones were significantly different, but the results outlined that this was not the case.
2.1.6 Summary

The findings from the subjective selection experiment can be summarized as follows. Firstly, 4 participants out of the 16 showed overall test-retest reliability levels (across all the test questions, source types, and trajectories) higher than 0.75, therefore at the "good" level or above. Among the four were three of the participants from the expert assessor (EA) group. For individual test conditions, there were case-dependent variations in the number and composition of participants who showed good and higher levels of reliability. The number of participants with good or excellent reliability levels was the smallest at three for the test trials with plausibility as the question and noise as the source, and the largest at nine for the trials with externalization as the questioned attribute. In addition to all these individual differences, the comparison between the EA group and the rest of the participants showed statistically significant reliability differences in two specific test cases—the plausibility question and noise source type. A combination of the various independent variables was found with the highest ICC estimates (Externalization-Speech-Vertical), but the differences between this and the other possible combinations were not statistically significant.

2.2 Objective Selection

The results for the objective selection experiment are presented in the following subsections. These were analyzed with the intention of assessing consistency in the evaluation of the HRTFs in terms of sound localization performances rather than by subjectively rating them as in the previous section. In order to do so, we first had to establish whether the best HRTF per participant could be robustly determined and/or whether the HRTFs could be ranked as in the subjective selection, based on the participant’s localization results. Localization errors and front-back confusion rates were compared with the rating of the plausibility question in the subjective selection, and perceived distances were compared with the externalization question. Raw data were used without pre-processing except for an overall initial analysis to identify major issues (e.g., errors in the data collection system, etc.). Participants showing very large localization errors were not discarded as outliers, as this would have acted against one of the purposes of the study (i.e., assessing the consistency of non-individual HRTF rating with expert and non-expert listeners).

2.2.1 Localization Angular Errors

The localization errors were calculated in three different forms: the overall localization angle errors and the lateral and intraconic angle errors [46]. The lateral coordinate represents the angle of the source from the median plane (from $-90^\circ$ to $+90^\circ$) and the intraconic coordinate represents rotation around the interaural axis from the horizontal plane (from $0^\circ$ to $360^\circ$). This separation of the overall error was made with the intention to observe whether there was any trend in the consistency specifically in terms of the localization, reflecting the ability to utilize ITD and ILD, or in terms of the elevation judgment, reflecting the use of the spectral characteristics of the sound. When calculating the intraconic angle errors, all target and response locations were projected onto the frontal hemisphere in order to exclude the effect of front-back confusion leading to excessively large error values. Front-back confusion rates were analyzed separately.

2.2.2 Front-Back Confusion Rates

The front-back confusion rates were calculated as the ratio between the number of trials where the confusion is observed and the total trials per session and per HRTF for each participant. This led to a single confusion rate value per HRTF per session derived from all of the corresponding trials. The distribution of the front-back confusion rates across the HRTFs showed no noticeable tendency or pattern over the three sessions. For a few participants, a significant difference (Kruskal-Wallis) could be found between the HRTFs for a specific session, and it was therefore possible to select one HRTF as the best one (i.e., the one with the lowest front-back confusion rate). Fig. 4 shows the example case of Participant 7. Table 3 lists the participants for which a significant difference could be found between HRTFs for a given session, reporting the HRTF identified as the best one. It can be noted that the best HRTFs per participant are not the same for both source types and when the source types are disregarded, the best HRTFs are even less identifiable.

2.2.3 Perceived Distance

Similarly to the localization error measures, a non-parametric Kruskal-Wallis test was also performed to see whether there were significant differences between the HRTFs for each participant at each session in terms of perceived distance. As listed in Table 2, only Participant 3 showed statistically significant difference between the HRTFs, only for the speech source and the first session. Therefore, also with this metric, it was not possible to find significant differences between the HRTFs and across the sessions.
Table 2. Combinations of test conditions (source type, session number, and localization measure) for the seven participants for whom statistically significant differences between the HRTFs were found. The participants in the expert assessors (EA) group are underlined.

<table>
<thead>
<tr>
<th>Source type</th>
<th>Session no.</th>
<th>Localization measure</th>
<th>Kruskal-Wallis test Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participant 3 (SA)</td>
<td>Speech</td>
<td>First</td>
<td>Perceived distance</td>
</tr>
<tr>
<td>Participant 4 (SA)</td>
<td>Noise</td>
<td>Second</td>
<td>Intraconic angle error</td>
</tr>
<tr>
<td>Participant 8 (EX)</td>
<td>Speech</td>
<td>Third</td>
<td>Total angle error</td>
</tr>
<tr>
<td>Participant 9 (IA)</td>
<td>Noise</td>
<td>Third</td>
<td>Intraconic angle error</td>
</tr>
<tr>
<td>Participant 11 (IA)</td>
<td>Speech</td>
<td>Second</td>
<td>Intraconic angle error</td>
</tr>
<tr>
<td>Participant 15 (EA)</td>
<td>Noise</td>
<td>First</td>
<td>Intraconic angle error</td>
</tr>
</tbody>
</table>

Table 3. List of participants for whom the best HRTF was identified in all the three repeated sessions in terms of the front-back confusion rate, for each of the source types (first two columns) and across both source types (third column). N/C denotes “Not Conclusive.” The participants in the EA group are underlined.

<table>
<thead>
<tr>
<th>Best HRTF index for:</th>
<th>Speech</th>
<th>Noise</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participant 1 (IA)</td>
<td>3</td>
<td>N/C</td>
<td>N/C</td>
</tr>
<tr>
<td>Participant 4 (SA)</td>
<td>N/C</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Participant 5 (EA)</td>
<td>6</td>
<td>1</td>
<td>N/C</td>
</tr>
<tr>
<td>Participant 6 (SA)</td>
<td>N/C</td>
<td>6</td>
<td>N/C</td>
</tr>
<tr>
<td>Participant 7 (EA)</td>
<td>7</td>
<td>3</td>
<td>N/C</td>
</tr>
<tr>
<td>Participant 8 (EX)</td>
<td>7</td>
<td>N/C</td>
<td>N/C</td>
</tr>
<tr>
<td>Participant 9 (IA)</td>
<td>N/C</td>
<td>2</td>
<td>N/C</td>
</tr>
<tr>
<td>Participant 11 (IA)</td>
<td>N/C</td>
<td>N/C</td>
<td>6</td>
</tr>
<tr>
<td>Participant 13 (IA)</td>
<td>N/C</td>
<td>7</td>
<td>2</td>
</tr>
</tbody>
</table>

2.2.4 Additional Test-Retest Reliability Check

As described previously, the results from the Kruskal-Wallis tests implied that even before considering consistency over session repetitions, the HRTFs could not be distinguished from each other based on the localization errors. However, for comparison of the equivalent parameters, the ICC was calculated as well for the intraconic angle errors over the three sessions as an example, in order to allow for a comparison with the subjective selection. In order to conduct the ICC analysis, 252 trials were aggregated to generate means for each unique condition, i.e., session (3 levels), source type (2 levels), and HRTF (7 levels). Based on the results from the previous analyses, we expected low ICCs across sessions for the majority of the participants.

Overall, only Participant 4 showed an ICC estimate of 0.654, at the “moderate” level, between the three sessions with a 95% confidence interval from 0.117 to 0.881 (F(13,26) = 2.752, p = 0.014). No other significant estimate of ICC was found, implying that no consistency could be concluded in the overall HRTF selection based on the elevation errors across the sessions. Looking separately at the two sound source types, considering the speech source type, no test-retest reliability was found between the three sessions for any participant. However, considering the noise, ICC estimates at the “good” level were found between the three sessions for Participants 4 and 6. For Participant 4, the average measure ICC was 0.810 with a 95% confidence interval from 0.323 to 0.964 (F(6,12) = 5.167, p = 0.008). For Participant 6, the average measure ICC was 0.804 with a 95% confidence interval from 0.349 to 0.962 (F(6,12) = 5.778, p = 0.005).

The high variability of the confidence intervals in these two cases, and the fact that for all other participants the ICC estimates were far below the 0.75 threshold used for the subjective selection experiment, indicate that no conclusion can be drawn from the ICC results, as expected. Considering these results, and the ones obtained previously, no further analysis was carried out for the other localization error metrics.

2.2.5 Summary

The findings from the objective selection experiment can be summarized as follows: when the localization results
were collected and analyzed aiming at ranking the various HRTFs, distinction between the HRTFs was possible with six of the participants only for certain source types and localization measures and only in single specific sessions. The analysis of the front-back confusion rates did not show any significant difference between the HRTFs, which was consistent across the repetitions, nor helped in identifying a single best HRTF per participant over all the test conditions. Consequently, further IIC-based consistency analysis from the ranking of HRTFs by means of localization accuracy, toward equivalent comparison to the subjective selection, was not possible.

3 DISCUSSION

3.1 Subjective Selection

The first general finding from the results is that “good-or-above” consistency in the HRTF selection across the different sessions is only observed with a few of the participants. Only two participants showed the ICC values of good or excellent range overall and in all the individual test conditions. This is in line with previous studies introduced earlier, which at best showed that a certain number of “better” HRTFs could be selected repeatedly by a small number of listeners among the tested ones (e.g., [30]). Variations in the source type, trajectory, and the attribute under question did not seem to help improve the consistency. Another noticeable finding, although not entirely conclusive, is the relatively better consistency found in the expert assessor (EA) group, again in line with previous literature. The distinction between this EA group and the rest was statistically significant specifically with plausibility as the question and the noise as the source type. This listener categorization was based on the works of [27, 34] and the tendency is in agreement with what was seen in [27]. Nevertheless, the presence of non-EAs also with high ICC estimates (in some test conditions) suggests that a more detailed survey of the participants’ previous listening experience would have been beneficial. It is important to underline that this study did not only aim to assess the consistency in the identification of one best (or worse) HRTF across different testing sessions but also (and mainly) to look at the consistency of the overall ranking of the selection. The assumption that a listener should be able to rank non-individual HRTFs in a similar way across different sessions, assuming that the assessment method and conditions are the same, is a valid one and has also been explored in previous research [30].

3.2 Objective Selection

On the other hand, the results from the objective selection experiment did not reveal any meaningful tendency related to the selection consistency. This was mainly due to the fact that the distinction between the HRTFs within a single session was not possible based on a localization accuracy metric. This is in line with some of the previous similar studies introduced earlier [26, 32]. It was however not possible to observe any correspondence of the results to those of the subjective selection, such as in the investigation of [28]. This is probably due to the fact that in that study the HRTFs used for the objective evaluation had already been pre-selected using a subjective method, whereas in our study no pre-selection was made, with the intention of having a bias-free comparison of the two selection methods. Another element that could be considered in order to explain these results is that in the current experiment the user interface for localization was only two-dimensional while other similar studies employed 3D pointing methods, such as that of [28]. Furthermore, the scale of the head diagram on the horizontal plane compared to the whole usable range implies that whenever the virtual sources were perceived inside the head, the resolution for the localization indication might not have been sufficient. However, the findings are not different from those of our preliminary investigation, in which a mobile phone-based head-tracked virtual environment was used for source orientation indication [33]. Considering that two-dimensional interfaces have already been employed as pointing methods in localization tasks (e.g., [47]), it seems unlikely that the difference in the user interface would have resulted in any unexpected deviation of the findings. These findings are only in partial agreement with previous works on the subject and they add on to the doubt that a method based on rapid localization-based non-individual HRTF selection tests might not be robust and repeatable enough in order to obtain consistent results.

3.3 HRTFs Perception Training

Considering the results of the subjective selection experiment, and in particular those related with expert assessors, a hypothesis can be formulated about the potential effect of training on the consistency of HRTFs perceptual ratings. Studies have shown how listeners can adapt to non-individual HRTFs through repeated training sessions; the measured outcome used to quantify the adaptation has, though, very often been a measure of localization accuracy [48–51]. Investigating the effect of training on subjective
metrics (e.g., the consistency of the ranking of a set of non-individual HRTFs across different sessions) could allow us to better understand the extent of the auditory accommodation mechanisms and support the design of novel HRTF training procedures and techniques.

3.4 Implications in HRTF Individualization

The findings of this study, along with the many others on HRTF selection techniques, suggest that perceptual selection of non-individual HRTFs based on subjective/qualitative evaluations is possible to a certain extent only when using expert assessors. On the other hand, consistent selection based on objective evaluations still represents an open challenge, and research is not currently leading to positive results.

Looking back at the method and procedures used in the two experiments, the following considerations can be made:

- In both tests, listeners were not allowed to interact with the sound sources (e.g., no head-tracking was allowed). This would not have worked for the sound localization task but it might have been beneficial for the subjective selection task.
- The set of the seven HRTFs employed in both experiments was selected in a study from Katz and colleagues [28] using a subjective method, very similar to the one employed here. It might be the case that such an HRTFs sub-set cannot be considered representative of the tested population and therefore using additional HRTFs (possibly from other open datasets) could lead to more positive results in both objective and subjective selection tasks.
- Related to the point above, in the current study we did not have any participant performing the two experiments with their own measured HRTF. This option would have represented a “control” condition to verify the robustness of the method and test procedure and to be used as a baseline for the analysis of the results of both objective and subjective selection.
- The fact that the test was repeated across several days might have added unexpected differences in the presentation of the rendered audio due to the variations in the headphone placement across sessions.
- As mentioned earlier, exploring alternative interfaces for the user to report the location of the source in the objective selection task could potentially lead to different results (see also [52]).

It is therefore possible to envisage that further research investigating some of these matters more in depth might lead to the development of a method that will result in more conclusive findings in terms of perceptual-based HRTF selection.

4 CONCLUSION

This study was devised with a view to better comprehend the selectivity of non-individual HRTFs with attempts to incorporate some of the previously used perception-based selection strategies. Two widely used approaches were tested—subjective selection, where the listeners directly graded HRTFs based on perceptual attributes, and objective selection, where various localization accuracy measures were derived and used for HRTF rating. In the subjective selection, many of the participants were found to have generally poor or moderate test-retest reliability levels, whereas some, mostly from the group who had previous binaural audio experiences, did show good or excellent levels of reliability. This implied potential influences of prior musical training combined with experience in binaural audio on the consistency of direct HRTF selection, which is partially in line with previous literature on the subject. In the objective selection, examination of all the extracted localization-related measures based on the participants’ trials revealed that it was not possible to statistically distinguish the HRTFs over the repeated test sessions. Although a few “better” HRTFs could be identified for some participants, no clear tendency was found to be able to support selectivity of a single non-individual HRTF per participant for all the tested conditions. This indicated that the localization-based indirect selection is even more challenging if compared with subjective ranking. Overall, the difficulty of perceptual selection suggests not only that other selection methods should be investigated further but also that auditory training and other cognitive processes need to be incorporated in such research. It is important to underline the limitations of this study, mainly related with methodological and experimental choices (as can be seen in the previous section), which should be taken into account when attempting to generalize these findings.
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