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Vertical localization performance in a practical wave field synthesis formulation is inves-
tigated. The implemented 3-D rendering method allows precise sound source reproduction
while taking into account practical constraints such as the required number of loudspeakers,
arbitrary open loudspeaker surfaces, and required localization accuracy. A vertical localization
experiment is carried out on an experimental system. Estimated source elevation is reported
during an elevation matching task using an auditory pointer. Vertical localization accuracy is
shown to be good with five elevation levels being discriminated. Localization precision remains
as good as 6◦ – 9◦ with only 24 loudspeakers contributing to the wave field synthesis system
covering the frontal quarter of the upper half sphere of the listening space. The response time
is used as an additional performance index that further supports the localization results.

0 INTRODUCTION

This article presents an experimental study that investi-
gates sound source localization performance in a virtual
audio environment rendered with Wave Field Synthesis
(WFS).

Virtual audio environments are generated through differ-
ent techniques that generally aim at reproducing a target
sound field at the listener’s ears as accurately as possible.
Well known techniques include WFS [1], Ambisonics [2],
and vector base amplitude panning (VBAP) [3] as well as
other derived sound field control techniques (see, e.g., [4] or
[5]). Every method presents its advantages and drawbacks
in terms of localization accuracy of the reproduced sources,
bandwidth, listening area, number of loudspeakers, etc.

The study presented here investigates the performance of
an innovative WFS implementation in terms of a listener’s
ability to localize sound sources in the median plane. Per-
formance is measured by means of localization accuracy,
localization precision, and response time for two different
seating positions.

0.1 3-D Wave Field Synthesis
WFS is a sound field reproduction technique that enables

the accurate reproduction of spatio-temporal properties of
target sound sources in an extended listening area [1]. The
classical formulation of WFS, often referred to as 2 1

2 -D

WFS [6], considers that virtual sources, loudspeakers, and
listeners are all located in the same horizontal plane, thus
limiting WFS to 2-D reproduction.

While a 3-D formulation of WFS has been proposed in
the literature [6,7], it does not account for any practical
constraints as the 2 1

2 -D WFS does. Usual 2 1
2 -D imple-

mentations use a loudspeaker spacing of 10 to 20 cm, which
implies thousands of loudspeakers when extended to 3-D.

In the following, bold letters refer to vectors and ω is the
angular frequency.

0.1.1 Kirchhoff Helmholtz Integral
Wave Field Synthesis, as a boundary-based sound field

reproduction technique, is based upon approximations of
the Kirchhoff-Helmholtz integral [1,8]. The Kirchhoff-
Helmholtz integral provides a direct solution for reproduc-
ing arbitrary sound fields in a source free subspace V such
that the pressure P(x) at any point x of V can be expressed
as:

P(x,ω) = −
∮

∂V
P(x0,ω)

∂G(x|x0,ω)

∂n

− G(x|x0,ω)
∂ P(x0,ω)

∂n
d S0, (1)

where P(x0,ω) is the acoustic pressure at the boundary ∂V,
the complementary subspace of �R, on ∂�; n is the inward
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normal vector to ∂V, and G is the free field Green’s function
in three dimensions:

G(x|x0,ω) = e− j ω
c |x−x0|

4π|x − x0| . (2)

According to Eq. (1), Kirchhoff-Helmholtz integral based
sound field reproduction requires a continuous distribution
of both omnidirectional and dipolar secondary sources lo-
cated on the boundary ∂V. The so-called 3-D formulation
of Wave Field Synthesis [6,7] realizes a first simplification
by selecting only omnidirectional sources:

P(x,ω) ≈ −2
∮

∂V
a(xS, x0)G(x|x0,ω)

∂ P(x0,ω)

∂n
d S0, (3)

where a(x0) is a rectangular windowing function that selects
only a subset of omnidirectional sources. Spors et al. specify
that ∂V must be convex to prevent the unwanted components
from re-entering the reproduction volume V [6].

In Wave Field Synthesis, the target sound field is often
described as emitted by a so-called primary point source
located at x0. In this case, the windowing function is ex-
pressed as:

a(xS, x0) =
{

1 if 〈x0 − xS, n(x0)〉 > 0
0 otherwise

. (4)

The driving function D3D(x0,ω) of the omnidirectional
secondary sound source located at xs is thus given as:

D3D(x0,ω) = −2a(xS, x0)
(x0 − xS)T n(x0)

4π|x0 − xS|2

×
(

1

|x0 − xS| + jω

c

)
e− j ω

c |xS−x0| Ŝsw(ω), (5)

where Ŝsw(ω) is the source signal. Assuming the primary
source is located in the far field of all secondary sources
( 1
|x0−xS

| � jω
c ) and neglecting the dependency to the source

signal, the driving filter U3D(x0,ω) can be expressed as:

U3D(x0,ω) = W (xS, x0)F3D(ω)e− j ω
c |xS−x0|), (6)

where W (xS, x0) is a gain factor, F3D(ω) is a secondary
source location independent filter, and the last term corre-
sponds to a delay, expressed in the frequency domain, that
depends on the distance between the primary source and the
considered secondary source. The proposed formulation is,
thus, very similar to known formulations of WFS for hori-
zontal reproduction, so-called 2 1

2 -D WFS, except that the
filter F3D(ω) exhibits a 6 dB per octave slope in contrast
to the 3 dB per octave slope of the filter F2D(ω) used for
2 1

2 -D WFS [9].
This approach uses two approximations of the original

Kirchhoff-Helmholtz integral that limit the rendering qual-
ity of the target sound field. First, the restriction to omni-
directional sources imposes a windowing of the secondary
source distribution, thus introducing artifacts due to diffrac-
tion. These artifacts affect the sound field in a similar way
to 2 1

2 -D WFS. Second, the far field approximation used for
the derivation of Eq. (6) is valid mostly at high frequencies
or if the primary source is located far from all secondary
sources.

It is worth mentioning that this formulation of three-
dimensional WFS issued from the literature is only valid
for a continuous distribution of omnidirectional sources
(i.e., the entire surface ∂V acts as a continuum of monopo-
lar sources). This cannot be achieved in real world condi-
tions where sound sources (loudspeakers) are discrete and
present in a finite number. A practical formulation that ac-
counts for these constraints is therefore needed. The follow-
ing sections show approximations that are made to enable
practical WFS.

0.1.2 Spatial Sampling
Any practical formulation of WFS in either two or three

dimensions must include a step of spatial sampling of the
secondary source distribution. In 2 1

2 -D WFS, this step is
simply realized by considering that loudspeakers are reg-
ularly spaced and by applying a compensation gain that
equals the loudspeaker spacing in meters [10].

We propose here to perform a decomposition of the
boundary ∂V into smaller surfaces ∂Vi such that each sur-
face is associated to one loudspeaker only. The surface
integral in Eq. (3) can then be approximated as a finite
sum. The equivalent driving filter for loudspeaker i is thus
expressed as:

U3D(xi,ω) = Si

S
W (xS, xi)F̂3D(xi,ω)e− j ω

c |x−xi|), (7)

where Si is the surface of ∂Vi, S is the surface of ∂V, and
F̂3D(xi ,ω) is a modified version of the filter F3D(ω) ac-
counting for the spatial sampling. Above the so-called spa-
tial aliasing frequency (Nyquist frequency of the spatial
sampling process), the loudspeakers are not interacting in
the same way as at lower frequencies and the compensation
filter should be modified. This is also true for 2 1

2 -D WFS
[11].

The exact definition of the modified filter F̂3D is be-
yond the scope of this paper. The decomposition of the
surface into smaller surfaces that are attached to a given
loudspeaker may be done using triangulation methods for
arbitrary surfaces or using simple sampling rules for regular
loudspeakers setups and simple shapes (sphere, shoe box,
etc.). However, the exact calculation is not detailed in this
paper.

The effect of spatial sampling on perceived sound quality
has been already addressed in 2 1

2 -D WFS. Spatial sampling
creates physical inaccuracies in the synthesized sound field
that may lead to perceptual artifacts such as localization
bias [10,12], increase of source width [13], sound coloration
for fixed [14] and moving listeners [15]. The audibility of
these artifacts for a given loudspeaker configuration mostly
depends on the frequency content of the sound material
[12,13, 15]. This paper aims at investigating the audibility
of these artifacts in terms of localization performance.

0.2 Simplification Strategies for 3-D WFS
The previous section has introduced general driving fil-

ters for 3-D WFS that can be used with arbitrary loud-
speaker distributions over a closed surface. The following
section now proposes methods that enable the reduction of
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the number of loudspeakers so as to achieve 3-D WFS in a
practical manner. These methods have been the subject of
two conference presentations by the authors [16,17].

0.2.1 Sampling Strategy
Methods for 3-D sound reproduction such as Vector

Base Amplitude Panning [3] and Higher Order Ambisonics
(HOA, [18]) often consider loudspeaker distributions that
have similar density over the horizontal and the vertical
dimension. In particular, HOA is best reproduced with a
spherical distribution of loudspeakers with a regular sam-
pling.

However, the localization capabilities of humans are
known to be very different for sources located in the hor-
izontal plane compared with sources located in elevation
[19]. Therefore, we propose to account for this limitation
by using a higher density of loudspeakers in the horizontal
plane than in the vertical plane.

0.2.2 Reducing Loudspeaker Surface
The total number of loudspeakers can be further reduced

by limiting the size of the loudspeaker surface. Such in-
complete loudspeaker arrays are often used in 2 1

2 -D WFS
(finite-length linear arrays, U-shaped, etc.). There are two
main consequences of such a reduction:

� Diffraction artifacts may occur but are known to cause
limited perceptual artifacts [10],

� The positioning of virtual sources has to be limited in
such a way that they remain visible within an extended
listening area through the opening of the limited loud-
speaker array. The corresponding source visibility area
can be easily defined using simple geometric criteria [4].

It is therefore possible to limit the size of the loudspeaker
array for 3-D WFS in a similar way by considering an open
surface that may span the locations in which it is physi-
cally possible to put loudspeakers in the installation. The
loudspeaker surface can be further defined by considering
the subspace where virtual source positioning is required,
according to the application.

In most applications it is not possible to put loudspeakers
at low elevations because they are either masked by other
people in the audience or because it is simply not practi-
cal to do so. Therefore, we mostly focus on loudspeaker
distributions that target the reproduction of virtual sources
above and around the listener. This is not a limitation of
the proposed method but, rather, a choice for reducing the
number of required loudspeakers.

0.2.3 Reduction of Spatial Sampling Artifacts
Various methods for the reduction of spatial sampling

artifacts have been proposed in the literature using either
spatial bandwidth reduction [10], partial de-correlation of
loudspeakers at high frequencies [20], stereophonic repro-
duction at high frequencies [14], or reducing the number of
active speakers for increasing the spatial aliasing frequency

in a preferred listening area [9]. All these techniques have
been defined for horizontal reproduction only.

We propose here to extend to 3-D WFS the technique
proposed by Corteel et al. in [9] for 2 1

2 -D WFS. It targets
the improvement of reproduction accuracy in a preferred
listening area. A simple modified loudspeaker driving filter
Û3D can be expressed as:

U3D(sp, xS, xi,ω) = Si

S
W (sp, xS, xi)

×F̂3D(sp, xS, xi,ω)e− j ω
c |x−xi|). (8)

In this simple formulation, we consider that the origin of
the coordinate system corresponds to a reference listening
position located within the preferred listening area. The pa-
rameter sp can be used to control the size of the preferred
listening area around the reference position reducing the
number of active loudspeakers as can be seen in Eq. (8)
and [9]. We propose here to denote this parameter “spatial
precision control,” since this parameter affects spatial pre-
cision as will be seen in the following experiments. This
parameter may be expressed in percentages for practical im-
plementation. It can either be a design choice of the system
installer or a parameter offered to the user of the system.

For sp = 0%, all loudspeakers of the original 3-D WFS
driving function in Eq. (7) are used. This setting is re-
ferred to as “Low” spatial precision in the experimental
part. Higher percentages of this parameter can be used
for concentrating the rendering on a lower number of
loudspeakers located around the direction of the virtual
sound source. The “High” spatial precision setting of the
experimental part corresponds to a value of sp = 70%
where a large number of loudspeakers remain active (see
Section 1.1).

0.3 Sound Source Localization Evaluation
Sound source localization performance can be measured

in different ways. When using an absolute localization pro-
tocol (i.e., pointing at the perceived location of a source)
localization judgment data can be modeled as normal dis-
tribution, as explained in [21]. Two types of performance
indices can then be distinguished as for all Gaussian pro-
cesses: accuracy and precision. Accuracy describes the lo-
cation of the distribution relative to a reference, correspond-
ing to the constant error component [21]. When applied to
localization error data, it corresponds to a localization bias,
i.e., a difference between the mean of the distribution and
the actual location of the sound source.

Precision, however, describes the spread of the distri-
bution, corresponding to the random error component. Al-
though other quantities may be considered, the standard
deviation of the distribution gives a good measure of preci-
sion [21].

If a relative localization task is used (i.e., compare the
locations of two sources that are presented sequentially
based on a forced-choice protocol), one may also con-
sider a threshold based on a psychometric function to
measure localization acuity. Blauert, for example, defines
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localization blur to be the minimum audible angle (MAA).
For a given initial source position, this corresponds to the
angular distance for which 50% of the participants noticed
a change in source location when moving the source away
from its initial position [19]. It is however not clear if lo-
calization acuity and localization precision are related [22],
making a comparison of results difficult.

Response time was also used to measure localization per-
formance in [23]. Participants were asked to turn their nose
towards the perceived location of a sound source while the
position of their head was tracked. The time until a stable
position was reached was measured and analyzed as perfor-
mance index. The measurement of this cue should therefore
allow to gain an additional insight on the localization per-
formance of human listeners in 3-D WFS.

Note that all of the evaluation methods cited above re-
fer to the human ability to locate one or several sound
sources. In any situation where localization performance is
measured, an audio rendering system that may introduce
additional errors (i.e., with its own accuracy and preci-
sion) is involved (see, e.g., the limitations found by [24]).
When measuring localization performance, the measured
error components are therefore always the results of two
phenomena: human localization uncertainty and rendering
acuity of the audio system. Depending on the experiment
(e.g., when using a single point-like sound source), the au-
dio system may play only a minor role and be ignored. In the
context of WFS however, the phenomena are not separable
and sum up in the measured error components.

In this paper we focus on vertical localization, since the
novelty of the employed spatialization technique is to en-
able 3-D rendering in WFS. Such a system will however
never be employed in an environment where all listeners
are at fixed positions without moving their head. We did
not, therefore, restrict head movement. The participants
could rely on a full set of cues, potentially giving them an
increased localization accuracy when comparing to studies
with a fixed head position (see [19] for a review). Given
the localization task and the chosen protocol, localization
accuracy and precision as well as the response time are
analyzed.

0.3.1 Reporting Method
Sound source localization experiments may be biased

depending on the chosen reporting method. Different meth-
ods have been applied in the literature. Oral reporting, such
as the “absolute judgment” technique used by Wightman
and Kistler [25] have the disadvantage of necessitating ex-
tensive training. Another solution may be head-tracking
and asking the participants to turn their head towards the
location at which the sound source is perceived such as
employed by Makous and Middlebrooks [26]. This may,
however, introduce errors due to the lag that is introduced
by headtracking devices, and it may be quite uncomfortable
for locations in the median plane. Listeners also have no
way of knowing if they are actually pointing to the desired
location since no feedback whatsoever is provided. Old-
field and Parker previously had used a special gun to point

at perceived locations [27] and photography to record the
answers of the participants. Besides being unpractical for
the rear quadrant (listeners had to aim through their head),
such visual pointing methods have the disadvantage of pos-
sible mismatch between the visual and auditory modalities
[28].

More recently, Pulkki and Hirvonen used an auditory
pointer in the form of a loudspeaker mounted on an arm
that could be moved [29]. This method has the advantage of
providing immediate feedback and not being multimodal.
This method was later extended to virtual audio sources
by Bertet et al. who used a virtual source as an auditory
pointer that can be controlled by the participant [30]. The
task was then to align the pointer location to the perceived
location a physical sound source (loudspeaker). Given the
advantages of this method and the similarity of the task at
hand, the present study uses this reporting method, sub-
mitting the participants to a source location matching task
with a physical reference loudspeaker used as target (see
Section 1.2).

0.4 Objectives
The present study aims at gaining an insight into the

spatialization performance of a practical implementation
of a 3-D WFS algorithm. Three-dimensional WFS systems
provide a mean of placing virtual sources all around and
especially above a target listening area. The vertical local-
ization performance in a 3-D WFS setup is investigated by
conducting a localization experiment. Based on WFS the-
ory that states that ideally any virtual source position may
be synthesized accurately and based on the fact that the
proposed simplifications will introduce some degradations
while conserving a certain degree of precision and accu-
racy, we expect that the participants are able to discriminate
between several source elevations and that there is no influ-
ence of a participant’s position on localization performance.
Moreover, the chosen rendering algorithm introduces a spa-
tial precision parameter, which should additionally increase
localization performance by reducing the number of active
loudspeakers as long as several loudspeakers remain active
(see Section 1.1 for the choices made). Performance is also
measured by means of the response time of the participants,
giving an additional cue on the difficulty of the task at hand.
It is expected that the more accurately a source location is
perceived, the quicker the localization task will be accom-
plished. Localization precision is also expected to increase
when the spatial precision is decreased.

1 METHOD

1.1 WFS System
A WFS setup was installed in a listening room of 6.70 ×

6.80 × 2.60 m. The mean reverberation time of the room
was measured to be about 0.25 s and flat below 5.3 kHz
and decaying for higher frequencies to reach 0.18 s at
16 kHz, which is similar to studio conditions. The back-
ground noise level of the room was measured to be approx-
imately 23 dB(A) (1 second integration period, averaged
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Fig. 1. Loudspeaker setup at EPFL - Squares are loudspeaker
positions whereas lines are aluminium tubes of the rack stand.
The black spot represents the position of a participant’s head at a
centered position.

over 2 × 10 minutes of measurement). Three of the walls
are coated with absorbing materials (mineral wool covered
with tissue), the floor is entirely covered with carpet, and
the ceiling is acoustically treated. The fourth wall contains
windows. Even though no measurements for early reflec-
tions that potentially influence perceived location [31] were
made, the configuration of the room and the covering of the
windows with heavy curtains should minimize the influence
of the room.

The WFS rendering system was composed of 24 ELAC
301.2 loudspeakers, which were distributed as illustrated
on Fig. 1: two horizontal rows of nine and seven loud-
speakers at heights 0 m and 1.20 m respectively relative
to the position of a listener’s head (brightest grey rows)
and a ceiling over which the remaining eight loudspeakers
were distributed in two other rows (darker grey rows). The
loudspeaker setup therefore covered an azimuthal range of
roughly 90◦(–45◦ ≤ θ ≤ 45◦) and an elevation range of
90◦ (0◦ ≤ φ ≤ 90◦) in front of the listener ((θ, ϕ, r) being
spherical coordinates).

Eight additional loudspeakers, not contributing to the
WFS were mounted on the setup to serve as potential targets
(white squares on Fig. 1). That said, all WFS loudspeakers
could also be used separately and serve as target as well.
To avoid any visual influence, the setup was hidden by
acoustically transparent curtains.

The 3-D WFS algorithm was implemented on a Sonic
Wave 1 3-D sound processor,1 which delivered the loud-
speaker driving signals to four sonic emotion M3S ampli-
fiers through a RME ADI-648 MADI to ADAT converter.

1 http://www.sonicemotion.com/professional

Fig. 2. Number of active speakers depending on target eleva-
tion for high and low spatial precision settings. The number of
active speakers corresponds to the number of speakers having a
driving signal level between that of the loudspeaker receiving the
maximum level for a given source position and 15 dB below that.

All software components, commands, and stimuli were gen-
erated with MATLAB R© on a PC connected to a MOTU
HD-896 soundcard.

The sound processor allowed for a low shelf, a high shelf,
and three parametric equalizers on every output (i.e., every
loudspeaker). Manual measurement of the output spectrum
at the center of the setup for each loudspeaker in combina-
tion with these equalizers was used to compensate for room
coloration.

The set of possible virtual sources was located at a con-
stant distance of r = 5.4 m with respect to the center of the
system and could be controlled in elevation with a preci-
sion of ∼1.67◦. In this study we consider that all sources
are located on the median plane at an azimuth of 0◦.

Since the implemented method allows different values
of the spatial precision parameter, we chose to use two
settings: in a first setting, there is no restriction in spa-
tial precision (“low” precision), resulting in spatially broad
perceived virtual sources, whereas in the second setting
(“high” precision), spatially precise rendering is targeted.
The “high” precision setting has been determined consid-
ering a preferred listening area of 2 m diameter around the
center point of the installation.

Fig. 2 provides the number of "active” speakers depend-
ing on the virtual source elevation and spatial precision
setting. It can be seen that in the “low” spatial precision
setting, 15 or more loudspeakers contribute to the virtual
source rendering for nearly all source elevations. The num-
ber of active speakers is only related to the source visibility
criterion. For the “high” spatial precision setting, the num-
ber of active speakers remains large: around 10 between 0
and 35 degrees, around 7 up to 60 degrees, and gradually re-
ducing to 1 around 90 degrees (the “voice of god” speaker).
It should be noted that the number of active speakers is given
as the number of speakers having a relative level between
the level of the loudest speaker at the given source eleva-
tion and 15 dB below that. It can be regarded as the number
of speakers that significantly contribute to the sound field
reproduction.
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1.2 Experimental Task
Since visual or motional reporting of perceived location

is subject to sensory bias, we used an auditory pointer as
employed by Bertet et al. [30]. The task of the participant,
therefore, consisted in matching the perceived location of
a pointer source (rendered with 3-D WFS) with the per-
ceived location of one of the target sources (physical ref-
erence loudspeaker). The pointer source could be moved
in elevation with the arrow keys of a computer keyboard
by increments of 1.67◦ between φ = 0◦ and φ = 90◦. The
participant was free to switch between the target and the
pointer sources and had no time limit to fulfill the match-
ing task. He could store the pointer elevation by pressing
“Enter” on the keyboard as a confirmation of his estimate.

1.3 Stimuli
Amplitude-modulated pink noise was used as stimuli for

both target and pointer sources. By employing time-varying
broadband noise, we wanted to provide maximum localiza-
tion cues to the participant to minimize confusion, since lo-
calization has been shown to improve with increasing band-
width (see, e.g., [32]) and different modulation frequencies
enable the participant to distinguish between the two stim-
uli. The target signal was modulated at fmod,target = 15 Hz
whereas the pointer signal was modulated at fmod,pointer =
20 Hz. The amplitude modulation depth was dmod = 50%
in both cases.

In order to minimize the influence of timbre during the
matching task, in addition to equalizing the loudspeakers,
the target signal was high-pass filtered using a second-order
Butterworth filter with f3dB = 500 Hz. The two stimuli
therefore could be easily distinguished and the participants
could not rely on timbre to match the locations. To avoid any
additional bias, the two stimuli were subjectively adjusted
to present equal loudness.

1.4 Experimental Design
The experiment was split into two parts, differing by the

listening position of the participant. In the first part the
listener was seated at the origin of the coordinate system
(center of the setup, see Fig. 1), facing the loudspeaker
setup. For the second part, the listening position was trans-
lated 1 meter to the left, but the listener’s orientation was
kept constant. Each part was composed of 5 runs. In each
run, 10 trials (5 target elevations x 2 spatial precision set-
tings) were presented in random order. The initial elevation
of the pointer source was randomly set for each trial (i.e.,
each target/pointer pair).

To prevent edge effects (i.e., bias in the perceived location
due to the sound field not being rendered completely when
the virtual source is on the edge of the valid rendering
domain), we chose to test five central loudspeaker positions
as targets, defined by their elevation: φtarget = {14◦, 26◦,
36◦, 43◦, 58◦} corresponding to loudspeaker numbers {27,
13, 30, 19, 31} on Fig. 1. Two of the target sources therefore
were part of the WFS system (numbers below 25) and the
three others weren’t.

Each participant was instructed to feel free to move his
head. At the beginning of the experiment, each participant
had to complete at least one training trial to understand the
task.

The two parts took place at different times (3–4 months
apart), but with the same panel of participants. Within each
part there was no break between runs, but the participant
was free to have a break during the experiment once. Each
part of the experiment took approximately 30 minutes per
participant and the participants needed 25.9 seconds per
trial on average to complete the elevation matching task.
Eleven participants, 2 women and 9 men between ages
22 and 38 (M = 28.4, SD = 5.6), took part in the study.
The panel was composed of master and Ph.D. students, as
well as post-doc researchers at EPFL, including two of the
authors. Seven of them had already heard the spatializa-
tion system in a different context. None of the participants
was compensated in any way for the experiment. They all
reported normal hearing although no audiometric measure-
ment was made.

The experimental design in this case was a repeated mea-
sures design with four factors: the target elevation (5 levels),
the spatial precision setting (2 levels), the seating position
(2 levels), and the repetition (5 levels).

2 RESULTS

2.1 Analysis
The pointer source elevation at the end of each trial was

recorded. Additionally, the history of pointer source move-
ment over time was recorded for each trial. Three measure-
ments out of 1100 in the available data set were discarded
during post-screening because participants pressed the
“Enter” key twice and therefore skipped one trial.

In the first part, an analysis of variance (ANOVA) of the
localization data is conducted to test the data for influences
of the following factors: listening position “pos” (“cen-
tered,” “1 m to the left”), target source number “refS” (27,
13, 30, 19, 31), spatial precision “prec” (“low,” “high”),
and repetition “time” (1, 2, 3, 4, 5). The dependent variable
is the matched source elevation.

To perform the ANOVA, a mixed model is considered
with all factors being modeled as fixed effects. Since the
order of presentation of the different runs is random, the
covariance matrix is assumed to have a compound sym-
metry structure. Covariance is therefore assumed being the
same between any two measurements and variance being
the same for each measurement. A model with a covariance
matrix having a heterogeneous compound symmetry struc-
ture was also considered. Such a model would allow for
different variances for every measurement while keeping
the constant covariance assumption. However, it showed
no improvement over the previous model. The value of the
Akaike information criterion (AIC) was slightly smaller in
the second case, but the value of the bayesian information
criterion (BIC) was larger. Since the BIC penalizes the esti-
mation of a too large number of parameters, the simpler
model with the compound symmetry covariance matrix
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Table 1. Statistical analysis of effects on
matched source position

Effect F p

refS 619.2 <.001
prec 0.3 .571
pos 10.9 <.005
time 2.5 <.05
refS*prec 9.7 <.001
refS*pos 3.0 <.05
prec*pos 0.1 .758
refS*time 1.0 .431
prec*time 0.1 .981
pos*time 1.0 .421

structure was kept. For all pairwise comparisons that are
made during the analysis, the Sidak correction is used to
account for multiple comparisons. The significance level is
set to α = 0.05.

Main effects and two-by-two interactions are tested. The
results of this analysis are given in Table 1.

2.2 Localization Accuracy
The analysis reveals that the source number (i.e., the

target source elevation) “refS” has a significant effect on
the mean reported source elevation (p < .001). This means
that different elevations were globally reported for differ-
ent reference loudspeakers, confirming the good function-
ing of the rendering method. Pairwise comparisons using
the Sidak correction to account for multiple comparisons
are made between reference loudspeaker levels to test if
matched source location levels are well distinguished one
from each other in every situation (seating position and
spatial precision combination). The differences prove to be
statistically significant in all situations. Significance levels
are p < .001 for all differences, except for the difference be-
tween sources 19 and 31 with the “high” spatial precision at
the left seating position, where significance level is p < .05.
Five levels of target elevations between 14◦ and 58◦, even
for inter-elevation differences as small as 7◦ (between 36◦

and 43◦) could therefore be distinguished in any situation.
The estimated marginal means and the corresponding 95%
confidence intervals are shown on Fig. 3 for the centered
and the left listening positions.

A significant effect of the listening position “pos” is also
reported (p < .005). Participants globally set a 2.0◦ higher
elevation (p < .005) when they are seated at the left listening
position compared to the centered position. No main effects
are reported for the spatial precision “prec” (p = .571). The
analysis also shows a significant effect of the repetition
number factor (“time,” p < .05). Participants globally report
lower matched source locations as the repetition number
increases. Pairwise comparisons, however, show that the
difference between matched source locations is significant
only between repetitions 3 and 5 (p < .05). Participants
set the virtual source 2.86◦ lower during the 5th repetition
than during the 3rd repetition. All other comparisons are
not statistically significant (p > .15).

Table 2. Statistical analysis of effects on mean
standard deviation of matched source position

Effect F p

refS 0.6 .664
prec 20.7 <.001
pos 0.8 .379
refS*prec 3.5 <.01
refS*pos 3.1 <.05
prec*pos 1.7 .191
refS*prec*pos 1.4 .248

The analysis also reveals that two interactions are sta-
tistically significant. The first one is between the reference
source number and the spatial precision (“refS*prec,” p <

.001). A quick inspection of Fig. 3 shows that the slope of
the curves is getting smaller for source 31 when using the
high spatial precision, whereas it seems to remain constant
when using the low precision. This is confirmed by the fact
that there is a significant difference between the matched
elevations for target source 31 when using the “high” spatial
precision, as compared to using the “low” spatial precision.
The difference in matched elevation is 7.7◦ for that case
(p < .001). Other pairwise comparisons were not statisti-
cally significant (p > .05).

The second significant interaction is between reference
source number and seating position (“refS*pos,” p < .05).
This would translate into different slopes of the response
curves between seating positions if the spatial precision
parameter was ignored in Fig. 3. Pairwise comparisons of
matched source locations between left and centered seating
position were not all significant, which prevents any fur-
ther comment. All other two-by-two interactions were not
statistically significant.

Another fact that may be worth mentioning is that there
is a systematic bias in the matched source elevation with re-
spect to the target elevation. The average matched elevation
being 8.2◦ higher than the corresponding reference source.
If broken down by seating position, the bias is 7.2◦ for the
centered listening position and 9.2◦ for the left listening
position.

2.3 Localization Precision
Localization precision is given by the standard deviation

(SD) for each participant / target / precision combination,
which was computed as a new dependent variable. To eval-
uate the impact of the spatial precision parameter on the
localization precision, we perform an ANOVA on this new
dependent variable with target source number “refS,” listen-
ing position “pos,” and spatial precision “prec” as factors.
Main effects are computed as well as all possible interac-
tions. The parameters of the model remain the same as for
the analysis on the reported localization.

The results reported in Table 2 show that there are three
significant fixed effects at the .05 level. First, the spatial
precision significantly contributes to enhance localization
precision (p < .001). Estimated marginal means reveal that
when the spatial precision is set to “high” (estimated mean
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Fig. 3. Localization accuracy: Estimated marginal means and 95% confidence intervals of the matched elevation data at the centered
listening position (left) and at the listening position 1 m to the left (right). Circled numbers correspond to loudspeaker positions that are
part of the WFS system.

SD: 6.3◦), the SD is 2.3◦ smaller on average than for a
“low” setting (estimated mean SD: 8.7◦), and the difference
between both is significant at the .001 level.

The two other statistically significant effects are two in-
teraction effects: reference source number with spatial pre-
cision (“refS*prec,” p < .01) and reference source number
with listening position (“refS*pos,” p < .05). For the first of
these two interaction effects, a comparison by pairs (split-
ting up the effect for each reference source number and
comparing between “low” and “high” spatial precision) re-
veals that the difference in SD is strong for the highest three
reference sources (p < .05) and not significant for the lowest

two reference sources. This interaction can also be seen on
Fig. 4, where the curves following the results of the “low”
spatial precision setting globally have a different slope than
those who follow the results of the “high” setting.

On the other hand, even though the interaction effect
between listening position and reference source number is
statistically significant, a comparison by pairs (splitting up
the effect for each reference source number and comparing
between left and centered listening positions) shows only a
significant difference in SD for the highest reference source
(p < .05). All other pairs do not show statistically significant
SD differences.

Fig. 4. Localization precision: Estimated marginal means and 95% confidence intervals of the standard deviation data at the centered
listening position (left) and the listening position 1 m to the left (right). Circled numbers correspond to loudspeaker positions that are
part of the WFS system.
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Table 3. Statistical analysis of effects on
response time

Effect F p

refS 1.2 .289
prec 37.9 <.001
pos 0.8 .367
time 3.3 <.05
refS*prec 3.3 <.05
refS*pos 0.7 .591
prec*pos 0.0 .842
refS*time 1.0 .391
prec*time 0.6 .684
pos*time 1.0 .425

2.4 Response Time
The same analysis that was run on the reported matched

locations (Section 2.2) was run on the response time “resp-
Time” dependent variable. Table 3 reports the main effects
and two-by-two interactions.

Three effects are shown to have a statistically significant
influence on the average response time: the spatial precision
(“prec,” p < .001), the repetition (“time,” p < .05), and the
interaction between the reference source number and the
spatial precision(“refS*prec,” p < .05).

In this study a low spatial precision setting is potentially
detrimental to accurate localization, which is confirmed by
the variation of the participants’ response times as a func-
tion of the spatial precision setting. A pairwise comparison
shows that the mean response time decreases by 4.3 s (p <

.001) from 28.0 s to 23.7 s when using the “high” rather
than the “low” spatial precision setting. This is further il-
lustrated by Fig. 5 where estimated marginal means and
95% confidence intervals are shown for both settings. The
curves with the high spatial precision setting are globally
below the curves with the low spatial precision setting.

The effect of the repetition number is also statistically
significant (p < .05). The response time therefore glob-

ally decreases with the number of repetitions. However, the
mean response time difference is significant only between
repetition times 1 and 3 (p < .01).

The last significant effect is the interaction between
the reference source number and the spatial precision
(“refS*prec,” p < .05). This is also illustrated on Fig. 5,
where the slopes of the curves between the “low” and the
“high” spatial precision differ.

All other effects are not significant. There is, therefore,
no influence of the reference source number (p = .289) or
of the seating position (p = .367) on the mean response
time.

3 DISCUSSION

3.1 General Discussion and Localization
Accuracy

The first observation that can be made on the results is
that the implemented 3-D WFS method allows to properly
discriminate five target elevations between 14◦ and 58◦,
even for inter-elevation differences as small as 7◦ (between
36◦ and 43◦). This confirms the spatial resolution of the
method in a first approximation. However, there seems to
be a systematic bias between the matched and the actual
target positions. On average, mean values of the reported
virtual source positions are 7.2◦ higher than the real target
positions for the centered listening position and 9.2◦ higher
for the left listening position. This bias cannot be explained
in terms of the positions of the loudspeakers that contribute
to the WFS array. If reported source locations were biased
towards the nearest loudspeaker for example, the bias would
disappear for virtual source positions that correspond to the
position of a loudspeaker contributing to the WFS. This is,
however, not the case for loudspeakers 13 and 19, which
are circled on Fig. 3 where the “zero bias” line corresponds
to the dotted diagonal line. We must therefore conclude

Fig. 5. Response time: Estimated marginal means and 95% confidence intervals of the response time data at the centered listening
position (left) and the listening position 1 m to the left (right). Circled numbers correspond to loudspeaker positions that are part of the
WFS system.
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that the WFS system introduces this constant error, but this
could be easily compensated for.

It has to be noted that the five levels of elevation are
discriminated at both listening positions. The difference
in elevation between listening positions can be ignored in
practical implementations, because a localization accuracy
shift of 2◦ when moving over a distance of roughly one
fourth of the total system width seems more than reasonable
and barely noticeable in practice.

A second observation is that the interaction between the
reference source number and the spatial precision parame-
ter is always statistically significant. This can be readily ex-
plained by the setup geometry and the spatial precision pa-
rameter definition. The WFS setup is constructed such that
there are fewer loudspeakers on the uppermost layers than
for the lower layers. The spatial precision parameter further
reduces the number of active loudspeakers. The combina-
tion of both results in few loudspeakers that are active when
a high elevation is to be rendered with a high spatial pre-
cision. The matched source locations should therefore be
quite precise and present almost no bias at high elevations,
whereas at low elevations, the effect is less present. This is
also expected to enhance localization precision and reduce
response time. This is measured by said interaction and can
be seen across the results. It is noticeable however, that even
though only a small number of loudspeakers may be active
at high elevations with high spatial precision settings, local-
ization results do not vary significantly even if the virtual
source location does not match the positions of a physical
loudspeaker of the rendering system (e.g., source #19).

There also seems to be a small learning effect, since
the response time and the systematic bias are both slightly
reduced with increasing number of repetitions. However,
the analysis shows that the performance increase is not
important.

3.2 Virtual Sound Source Localization
Performance

When comparing the results to other studies, a difference
has to be made between free-field localization with physi-
cal sound sources and localization of virtual sound sources.
For physical sound source localization, former studies re-
port best accuracy in the frontal quadrant. Oldfield and
Parker, e.g., report 6◦ or less azimuthal error in the horizon-
tal plane and 8◦ or less elevation error in the median plane
in the frontal quadrant when using broadband white noise
and a manual pointing reporting method (pointing with a
gun while blindfolded) [27]. The limitations of a render-
ing system, however, will influence the resolving ability
of human audition and therefore the results of localization
experiments. Virtual sound source synthesis can be imple-
mented using different techniques, such as WFS, amplitude
panning (vector-based (VBAP) or simple stereo phantom
source imaging), Ambisonics, or even binaural synthesis.
Vertical localization performance varies depending on the
proposed technique and the experimental setup. Moreover,
since virtual sound scenes are rarely directly compared to
the original sound scene (when it exists), localization ac-

curacy may not be the most relevant performance index.
Localization precision on the other hand does not depend
on direct comparison of two sound scenes and may therefore
be a more meaningful performance index when comparing
the presented results with other studies.

De Bruijn [15] studied vertical localization using a visual
pointing task, comparing vertical localization accuracy us-
ing a dense vertical WFS array (12.5 cm spacing) against
phantom source imaging (lower- and uppermost loudspeak-
ers of his WFS array) with speech stimuli for his study. A
standard deviation of ∼7◦ is reported when employing the
dense WFS array. Phantom source imaging was shown to
be non-robust for vertical localization, results being close
to random for small listening distances where loudspeak-
ers appear to be spaced by more than 60 degrees in eleva-
tion. We obtain similar degrees of localization precision but
with distances between loudspeakers that are much greater
(smallest distance is ∼54 cm in the horizontal dimension
and ∼105 cm in the vertical dimension).

Chung et al. proposed a combination of WFS and verti-
cal amplitude panning in [33]. Two horizontal WFS arrays
were used to generate a third virtual WFS array by vertical
amplitude panning, which was intended to generate the tar-
geted sound field. This approach seems interesting since the
number of loudspeakers is greatly reduced as it is with the
proposed method. However, the results suggest that vertical
localization is very poor with vertical panning between the
two horizontal WFS arrays even though the stimuli were
pink noise bursts presenting all necessary cues.

Pieleanu conducted an extensive study about horizontal
and vertical localization for first- and second-order Am-
bisonics in her masters thesis [34]. She reports a mean
localization error of up to 13.5◦ and a SD of around 10◦

in the median plane depending on experimental conditions
when using pink noise bursts. She found no dependency
of the localization accuracy on the Ambisonics order when
comparing first and second order Ambisonics.

For HOA, attempts have been made in reducing the num-
ber of loudspeakers and in tackling other practical con-
straints as well. One of the proposals is mixed-order Am-
bisonic (MOA) systems, as for example in [35]. While no
localization experiments were conducted in the cited paper,
the subjective tests focusing on spatial resolution, clarity,
and distance perception seem to show good results. Travis
reviewed the basics of the MOA technique regarding ele-
vation rendering in [36], but the simulated systems present
elevation localization errors that may easily surpass 10◦.

With a mean localization accuracy of 7◦ − 9◦ and a
mean localization precision of 6◦ − 9◦, the results of our
study tend towards the performance that has been shown
for physical sound source localization. When compared to
other spatialization systems, our study shows similar perfor-
mance to the dense WFS loudspeaker array and outperforms
reported localization precision of other WFS implementa-
tions and Ambisonics systems as well as phantom source
imaging. Moreover, our study reports results at two listen-
ing positions that prove to show similar performance where
most studies in the literature only provide results at an ideal
listening position (“sweet-spot”).
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Fig. 6. Hypothesized time-precision tradeoff curves correspond-
ing to the two spatial precision settings with the two points repre-
senting the reported results.

3.3 Response Time as Localization Performance
Measurement

Response time measurements are a quite recent develop-
ment in the field of localization performance assessment. In
fact, most if not all cognitive tasks are subject to a so-called
speed-accuracy tradeoff [37]. The more time a participant is
given to accomplish a task, the more accurate a participant’s
response will be and inversely, the quicker the response has
to be given, the less accurate it is. Even if no instructions are
given about the time in which a task has to be accomplished,
a participant will make such a tradeoff that can be hypothe-
sized to be just below optimal accuracy. So the assumption
can be made that the combination between achieved ac-
curacy and response time can give important information
about the underlying difficulty of the task. Previous studies
showed that factors that are potentially detrimental to ac-
curate localization (such as nonindividualized head-related
transfer functions in [38] and high system latencies in [39])
increase the localization response time.

In the presented study an interesting observation is made
when comparing the results while using the two differ-
ent spatial precision settings. Not only a quicker response
time is achieved when using a high spatial precision set-
ting (4.3 s decrease), but a better localization precision is
also reported (better by 2.3◦). In terms of a speed-accuracy
tradeoff (i.e., a time-precision tradeoff in this case), these
results are expressed as two points lying on different curves
as illustrated in Fig. 6. No units are given, since the actual
shape of the curves has not been measured during the exper-
iment. The general form of the curves is, however, inferred
from the theory and the results found in [37]. No time limit
is given for the task, so each point is situated just below op-
timal precision, but since the attained precision is different,
two different curves have to be hypothesized. The optimal
tradeoff would be located in the upper left corner, attaining
optimal precision in a very small time. Since a high spa-
tial precision gives better source localization precision and

smaller response times at the same time, the localization
task can be assumed to be accomplished with more ease
than with a low spatial precision.

Last, it must be noted once again that head movement
was not restricted during the experiment, allowing the par-
ticipants to move their head freely when listening to the
stimuli. Dynamic binaural cues were therefore exploitable
by the participants, but this was the case for both spatial
precision settings and there should therefore be no bias
coming from that fact. It may influence the global mean
response time across all settings but not the measured dif-
ference in mean response times when alternating between
the two settings of the precision parameter.

3.4 Is it Still Wave Field Synthesis?
The proposed technique relies on two fundamental prop-

erties of Wave Field Synthesis although it is using a signifi-
cantly smaller number of loudspeakers than in conventional
WFS for the same installation size.

First, it is derived from the Kirchhoff-Hemholtz integral,
using a description of the target sound field at the bound-
aries of a reproduction subspace. As illustrated in the first
section of this article, the proposed technique follows sim-
ilar approximations:

1. Selection of a reduced portion of the surface using a
3-D source visibility criterion,

2. Selection of omnidirectional sources only,
3. Discretization of the line/surface.

The proposed method offers a more general discretiza-
tion of the surface allowing for irregular loudspeaker dis-
tributions. It also proposes an additional weighting of the
loudspeakers so as to improve the rendering in a target lis-
tening area using an extension of the technique proposed in
[9] for 2 1

2 -D WFS.
Second, it could be shown in this article that the proposed

method preserves localization accuracy within an extended
listening area. The proposed method does not realize a per-
fectly valid physical reproduction. However, the restriction
to a horizontal linear array in 2 1

2 -D WFS does not pre-
serve the attenuation of the natural sound field and the
sound field is not accurately reproduced above the aliasing
frequency either. A large portion of the audible bandwidth
therefore remains, where the sound field is only reproduced
in a plausible way with limited localization artifacts even
in conventional WFS. The proposed method goes only one
step further but proves to provide reliable localization cues
in height at two distinct listening positions separated by one
meter.

4 CONCLUSION

The implemented formulation for 3-D WFS enables pre-
cise spatial rendering of sound sources while addressing
known problems of this reproduction technique. This is
confirmed by a source location matching experiment in the
median plane. Participants are asked to match the perceived
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vertical location of a reference loudspeaker with a WFS
virtual source pointer. Localization performance is inves-
tigated using localization accuracy, localization precision,
and response time as performance cues.

Localization accuracy is shown to be good with five lev-
els of elevation being discriminated for two listening posi-
tions and two spatial precision settings. A systematic bias
of 8.2◦ is found but this can be easily compensated if good
absolute localization is required. Even though not expected,
the listening position is shown to influence the perceived
location of a source. However, the change is only about 2◦

that can be neglected.
Localization precision is shown to be about 6◦ – 9◦ even

though only 24 loudspeakers are employed for the WFS
system. As expected, the implemented spatial precision pa-
rameter increases the localization precision by 2.3◦. The
benefits of this parameter are also shown in the response
time analysis, where quicker response times were achieved
with a higher spatial precision setting, implying a simpler
localization process.

Localization performance is therefore judged to be good
when compared to other studies with denser loudspeaker
arrays or other spatial reproduction techniques. This sup-
ports the implemented 3-D WFS technique as a serious
alternative to other state-of-the-art spatialization methods.
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[5] M. Kolundžija, C. Faller, and M. Vetterli, “Repro-
ducing Sound Fields Using MIMO Acoustic Channel In-
version,” J. Audio Eng. Soc., vol. 59, pp. 721–734 (2011
Oct.).

[6] S. Spors, R. Rabenstein, and J. Ahrens, “The Theory
of Wave Field Synthesis Revisited,” presented at the 124th
Convention of the Audio Engineering Society (2008 May),
convention paper 7358.

2 http://i3dmusic.audionamix.com/

[7] M. Naoe, T. Kimura, Y. Yamakata, and M. Kat-
sumoto, “Performance Evaluation of 3-D Sound Field Re-
production System Using a Few Loudspeakers and Wave
Field Synthesis,” presented at Second International Sym-
posium on Universal Communication (2008).

[8] P. Vogel, “Application of Wave Field Synthesis in
Room Acoustics,” Ph.D. thesis, TU Delft, Delft, The
Netherlands (1993).

[9] E. Corteel, R. S. Pellegrini, and C. Kuhn-Rahloff,
“Wave Field Synthesis with Increased Aliasing Frequency,”
presented at the 124th Convention of the Audio Engineering
Society (2008 May), convention paper 7362.

[10] E. N. G. Verheijen, “Sound Reproduction by Wave
Field Synthesis,” Ph.D. thesis, TU Delft, Delft, The Nether-
lands (1997).

[11] S. Spors and J. Ahrens, “Analysis and Improve-
ment of Pre-Equalization in 2.5-Dimensional Wave Field
Synthesis,” presented at the 128th Convention of the Au-
dio Engineering Society (2010 May), convention paper
8121.

[12] J. Sanson, E. Corteel, and O. Warusfel, “Objective
and Subjective Analysis of Localization Accuracy in Wave
Field Synthesis,” presented at the 124th Convention of the
Audio Engineering Society (2008 May), convention paper
7361.

[13] E. W. Start, “Direct Sound Enhancement by Wave
Field Synthesis, Ph.D. thesis, TU Delft, Delft, The Nether-
lands (1997).

[14] H. Wittek, F. Rumsey, and G. Theile, “Perceptual
Enhancement of Wave Field Synthesis by Stereophonic
Means,” J. Audio Eng. Soc., vol. 55, pp. 723–751 (2007
Sept.).

[15] W. de Bruijn, “ Application of Wave Field Synthesis
in Videoconferencing,” Ph.D. thesis, TU Delft, Delft, The
Netherlands (2004).

[16] E. Corteel, L. Rohr, X. Falourd, K.-V. NGuyen
and H. Lissek, “A Practical Formulation of 3 Dimensional
Sound Reproduction Using Wave Field Synthesis,” pre-
sented at International Conference on Spatial Audio 2011
(2011 Nov.).

[17] E. Corteel, L. Rohr, X. Falourd, K.- V. NGuyen
and H. Lissek, “Practical 3 Dimensional Sound Reproduc-
tion Using Wave Field Synthesis, Theory and Perceptual
Validation,” presented at Acoustics 2012 (2012 Apr.).

[18] J. Daniel, “Spatial Sound Encoding Including Near
Field Effect: Introducing Distance Coding Filters and a
Viable, New Ambisonic Format,” presented at the 23rd
International Conference of the Audio Engineering Society:
Signal Processing in Audio Recording and Reproduction
(May 2003), conference paper 16.

[19] J. Blauert, “Spatial Hearing, The Psychophysics of
Human Sound Localization,” revised ed., MIT Press, Cam-
bridge, MA, USA (1999).

[20] E. Corteel, K.-V. NGuyen, O. Warusfel, T. Caulkins
and R. S. Pellegrini, “Objective and subjective comparison
of electrodynamic and MAP loudspeakers for wave field
synthesis,” presented at the 30th International Conference
of the Audio Engineering Society: Intelligent Audio Envi-
ronments (2007 Mar.), conference paper 15.

1012 J. Audio Eng. Soc., Vol. 61, No. 12, 2013 December



PAPERS VERTICAL LOCALIZATION PERFORMANCE IN 3D WFS

[21] T. Letowski and S. Letowski, “Localization Error:
Accuracy and Precision of Auditory Localization,” in P.
Strumillo (ed.), Advances in Sound Localization (InTech,
2011).

[22] J. M. Moore, D. J. Tollin and T. C.T. Yin, “Can
Measures of Sound Localization Acuity Be Related to the
Precision of Absolute Location Estimates?” Hearing Re-
search, vol. 238, no. 1–2, pp. 94–109 (2008 Apr.).

[23] P. Guillon, “Individualisation des Indices Spectraux
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