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This article details an investigation into the perceptual effects of different rendering strate-
gies when synthesizing loudspeaker array room impulse responses (RIRs) using microphone
array RIRs in a parametric fashion. The aim of this rendering task is to faithfully reproduce the
spatial characteristics of a captured space, encoded within the input microphone array RIR (or
the spherical harmonic RIR derived from it), over a loudspeaker array. For this study, a higher-
order formulation of the Spatial Impulse Response Rendering (SIRR) method is introduced
and subsequently employed to investigate the perceptual effects of the following rendering
configurations: the spherical harmonic input order, frequency resolution, and utilizing ded-
icated diffuse stream rendering. Formal listening tests were conducted using a 64-channel
loudspeaker array in an anechoic chamber, where simulated reference scenarios were com-
pared against the outputs of different methods and rendering configurations. The test results
indicate that dedicated diffuse stream rendering and higher analysis orders both yield notice-
able perceptual improvements, particularly when employing problematic transient stimuli as
input. Additionally, it was found that the frequency resolution employed during rendering has
only a minor influence over the perceived accuracy of the reproduction in comparison to the
other two tested attributes.

0 INTRODUCTION

Over the years, a handful of methods have been proposed
for the task of reproducing spatial room impulse responses
(RIRs) over loudspeaker arrays. Essentially, these methods
aim to solve the problem of generating suitable loudspeaker
RIRs using microphone array RIRs, such that (after convo-
lution) an anechoic signal may be reproduced and exhibit all
of the spatial characteristics of the captured space. Appli-
cations of such methods include the following: auralizing
existing acoustical spaces for aesthetic purposes, artistic
production, architectural design, and psychoacoustic stud-
ies regarding the auditory perception of spaces. Existing
methods for this task may be loosely categorized as being
either nonparametric or parametric based. The former class

of methods rely on a linear and time-invariant mapping of
the microphone array RIR to the loudspeaker RIR, whereas
parametric methods often employ prior knowledge of the
structure of RIRs and take the resolution of human spatial
hearing into consideration. Essentially, these parametric al-
ternatives operate in two stages: by first estimating per-
ceptually meaningful parameters to describe the captured
response and subsequently employing those parameters to
conduct the mapping of the microphone array RIR to the
loudspeaker array RIR in a more informed manner.

This work focuses primarily on parametric methods
which employ spherical harmonic (also referred to as Am-
bisonic or B-Format) RIRs as input and loudspeaker RIRs
as output; however, binaural RIRs may also be subsequently
derived from these loudspeaker RIRs. Methods formulated
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in the spherical harmonic domain (SHD) are of particular
interest, as the microphone array specifications are largely
abstracted away from the algorithms that employ them. This
permits the use of arbitrary 3D microphone arrays, provided
suitable spatial encoding is first conducted [1]. This impor-
tant trait bestows a degree of flexibility not found with
algorithms that rely on specific types of microphone ar-
rays with known specifications. Furthermore, spherical har-
monic components are trivial to synthesize, and many com-
mercially available spherical microphone arrays have been
designed specifically for the task of obtaining them. Note
that spherical arrays are generally the favored array for-
mat for spherical harmonic acquisition due to their uniform
full spherical “field of view” (capturing the reflections and
reverberation equally from all directions) and are there-
fore particularly prevalent in the field of room acoustics
research.

0.1 Motivation for This Study
There are a vast number of possibilities for reproducing

spatial RIRs in a parametric fashion. However, there has
not yet been a systematic evaluation of the perceived ef-
fects of different design choices. The authors of the Spatial
Decomposition Method (SDM) [2] claim that it is able to
produce authentic reproductions by employing broad-band
direction of arrival (DoA) analysis in narrow temporal win-
dows and assigning the pressure signal to the loudspeaker
setup accordingly, whereas the Spatial Impulse Response
Rendering (SIRR) method [3, 4] estimates the DoA in fre-
quency bands and conducts separate processing for the dif-
fuse and nondiffuse components that comprise the input
sound-field. Therefore, the first aim of this study was to
quantify the effects of these design choices through for-
mal listening tests, namely the effects of increasing fre-
quency resolution and the effect of dedicated diffuse
stream rendering.

Furthermore, since higher-order parametric processing
has been shown to be advantageous for complex acoustic
scenarios when using spherical harmonic signals as input
[5–7], it is assumed that similar higher-order processing
would also be beneficial for spatial RIRs. Therefore, a new
higher-order formulation of the SIRR method is also pre-
sented in this article; and thus, an additional aim of this
study was to ascertain the perceived effects of increas-
ing the spherical harmonic input order when using this
expanded formulation.

0.2 Organization of the Article
This article begins with background information regard-

ing existing methods for generating loudspeaker RIRs us-
ing spherical harmonic RIRs as input. Sec. 2 describes
the reformulated SIRR method, which can accommodate
higher-order spherical harmonic RIRs as input and fea-
tures an anisotropic diffuse stream rendering approach.
The listening test environment and room simulation tools,
used to synthesize the reference scenarios, are then de-
scribed in Sec. 3. This is followed by informal observa-
tions in Sec. 4, regarding the perceived differences be-

tween the different parametric rendering strategies. For-
mal listening tests are then described in Sec. 5, where
the effects of the following were investigated: increas-
ing the spherical harmonic input order, increasing the fre-
quency resolution, and the use of dedicated diffuse stream
rendering. The reformulated SIRR method (with differ-
ent rendering configurations) and the first-order spheri-
cal harmonic variant of SDM [8] were employed for this
task. Discussions pertaining to these formal listening test
results are then presented in Sec. 6, and the article is
concluded in Sec. 7.

1 BACKGROUND

In the most basic scenario in communication acoustics, a
directional source emits sound into a space, and this sound
subsequently arrives at the listening position via multiple
travelling pathways. Upon studying the room impulse re-
sponse (RIR) of this acoustical chain, a number of peaks
are typically observable in the early part of the response,
with each peak corresponding to an individual reflection
from surfaces within the space. Over time, the number of
reflections arriving at the listening position grows expo-
nentially, and many succumb to diffraction effects caused
by edges and diffusion effects caused by rough surfaces.
This late part of the impulse response often resembles, and
may also be modeled in practice as, exponentially decaying
noise [9]. As these sound components arrive at the listening
position, the listener is typically able to perceive certain
spatial attributes related to their surroundings, namely the
direction of first arrival, the directions of prominent reflec-
tions (not fused by the precedence effect), the distance of
the source, and the directional energy distribution of rever-
beration [10–12].

However, in order to capture the spatial attributes of a
space, the sound-field pressure must be sampled at multi-
ple positions. In practice, a microphone array is employed
for this task, and thus, the necessary spatial information is
encapsulated within the microphone array RIR or the spher-
ical harmonic RIR derived from it. A reproduction method
is then responsible for synthesizing a suitable loudspeaker
RIR using this input. The primary design philosophy is
arranged so that, after convolving with this loudspeaker
RIR, an anechoic source may be reproduced over the target
loudspeaker array and exhibit all of the spatial attributes
of the measured space. In the ideal case, the original 3D
sound-field captured in the measured space should be ex-
actly reproduced at the listening position. However, due to
practical limitations, a perceptually authentic rendition of
the captured response is often the most realistic goal of any
reproduction method. Naturally, the listening room should
also be as anechoic as possible, or the reproduced response
should be experienced over headphones, in order to avoid
conflicting spatial cues between the reproduced space and
the physical space surrounding the listener. Note that dur-
ing reproduction, the convolved stimuli will also exhibit
the same directivity characteristics of the excitation source
used to measure the spatial RIR.
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As mentioned earlier, there are two subclasses of meth-
ods which may be employed for this reproduction task, de-
scribed as being either nonparametric or parametric based.
Both classes of methods are described in more detail below.

1.1 Nonparametric Reproduction Methods
Nonparametric methods aim to replicate the original

pressure field, at all audible frequencies, using a linear
combination of the input RIRs. However, this task is espe-
cially challenging from both a technical and physical point
of view, as the human auditory system is sensitive to a vast
range of wavelengths, from approximately 30 meters to
2 centimeters [10]. Ambisonics [13] is one popular exam-
ple of a method developed with this starting point. However,
concurrently reproducing all audible frequencies with high
spatial accuracy has been shown to be impossible in practice
[14–17].

The main appeal of nonparametric methods is that they
have low implementation complexity and computational
requirements when compared to their parametric counter-
parts. They also do not introduce any distortions or time-
varying artifacts into the output. However, nonparametric
methods are also inherently limited by the spatial resolution
of the input format, which is largely dictated by the number
of microphones (or the order of spherical harmonic compo-
nents). For example, first and lower-order Ambisonics has
been found to exhibit perceptual deficiencies such as the
directional blurring of point sources, localization ambigu-
ity, reduced sense of envelopment in reverberant conditions,
and strong coloration effects (including comb-filtering) [18,
19, 15, 20, 17]. These deficiencies are largely due to the
high signal coherence between loudspeaker channels, as it
is not possible to generate spatial patterns of sufficiently
narrow beam-widths at these low input orders.

1.2 Parametric Reproduction Methods
As previously discussed, typically, RIRs exhibit a clear

structure. The motivation for using parametric techniques
is the notion that different components of the response may
be more appropriately reproduced by employing dedicated
strategies, which are more targeted towards them. There-
fore, parametric methods operate by first identifying these
different components and extracting suitable parameters
to describe their behavior. For example, the most com-
monly extracted components and associated parameters
are the first-arriving components and their corresponding
direction-of-arrival (DoA) estimates, which relate to the
pressure peaks in the early response. Since these peaks are
generally caused by distinct reflections, perhaps an intu-
itively reasonable course of action is to assign them directly
to the loudspeaker setup (based on the estimated DoAs) in a
synthesis stage. This would ultimately result in a higher out-
put spatial resolution and a sharper perceived image than is
otherwise possible when employing linear alternatives with
the same order of input.

The components a parametric method deems to be im-
portant is dictated by its sound-field model. A sound-field
model is essentially a set of assumptions, which are made

regarding the composition and behavior of the sound-field.
Therefore, there are two key challenges when designing a
parametric method. The first is to identify an appropriate
sound-field model, which describes the input scene in a
perceptually and/or physically meaningful manner, while
the second is to employ the appropriate signal processing
techniques so as to robustly synthesize the output in a man-
ner that not only conforms to the chosen sound-field model,
but also does not incur perceivable artifacts in the process.

There exists only a few sound-field models and synthesis
approaches, which have been proposed specifically for the
task of rendering spatial RIRs [3, 4, 21, 2, 22–26]. Perhaps
the most popular are the two methods employed for the
formal listening tests in Sec. 5, namely SIRR [3, 4] and
SDM [2, 8], which are described in detail in the following
text.

1.2.1 Spatial Impulse Response Rendering
The SIRR [3, 4] method was the first parametric repro-

duction method proposed for spatial RIRs, which built upon
the spatial analysis techniques described in [27, 28–30]; a
flow diagram of the method is depicted in Fig. 1(a). The
method employs a sound-field model that assumes the ex-
istence of a single time-varying directional component per
narrow-band frequency and an isotropic diffuse-field. In
practice, the method operates in the time-frequency domain
and employs a first-order spherical harmonic RIR as input
and comprises dedicated analysis and synthesis stages. In
the analysis stage, spatial parameters are extracted for each
time-frequency tile, often via the energetic properties of the
active-intensity vector [27, 31]. Since the active-intensity
vector points in the direction of the flow of acoustical en-
ergy, an assumption is made that the opposite direction
corresponds to the DoA of a source signal. The diffuse-
ness parameter may then be derived based on the ratio of
the intensity vector length and the total sound-field energy
[32]. However, note that when using a real microphone ar-
ray, the spherical harmonic components cannot be derived
at all frequencies. Therefore, provided that the geometry
of the microphone array is known, space-domain alterna-
tives may be employed for the parameter extraction at these
frequencies.

In the synthesis stage, the output loudspeaker RIR is
generated by panning the omnidirectional (pressure) com-
ponent to the analyzed DoA using Vector-Base Amplitude-
Panning (VBAP) [33] and also replicating this omnidirec-
tional component to all loudspeaker channels—which are
then subjected to decorrelation operations. Note that the
intention of this decorrelation is to scramble the phase re-
sponse for each loudspeaker channel, while leaving the
amplitude response intact. The balance between these non-
diffuse and diffuse streams is then dictated by the tempo-
ral and frequency-dependent diffuseness parameter, which
has a value between zero (fully nondiffuse) and one (fully
diffuse). Ideally, this processing serves to route the time-
domain peaks, caused by the direct sound and distinct re-
flections, to the nondiffuse stream. These peaks are then
reproduced as point-like phantom sources corresponding
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Fig. 1. Flow diagrams of the SIRR and SDM architectures. Note that SIRR conducts the spatial analysis and synthesis for each frequency
bin independently. The DoA analysis for the SDM method may be conducted via the cross-correlations between spaced omnidirectional
sensors [27, 2] or using the intensity vector derived from first-order spherical harmonic input in the same manner as SIRR [8]. The
time-dependent equalization is then applied as described in [35].

to the estimated source/reflection directions. The diffuse
stream should then comprise only the components which
contribute to the reverberant diffuse-field and have a tem-
porally smooth envelope.

Since the main source of problems for the Ambisonics
method is the erroneously high coherence between loud-
speaker channels, it is evident that the SIRR processing, for
both diffuse and nondiffuse streams, mitigates this prob-
lem. Therefore, loudspeaker RIRs rendered by SIRR tend
to exhibit reduced coloration problems and improved spa-
tial accuracy, when compared with Ambisonics of the same
order; this is also shown to be the case in Sec. 5. However,
when rendering a loudspeaker RIR in such a manner, there
are a number of potential issues that may occur. For exam-
ple, the diffuseness value may deviate from the extremities
in certain cases (i.e., it may lie somewhere between zero and
one), which may arise when a pressure peak of a reflection
is accompanied by a considerable amount of diffuse energy.
Here, the SIRR algorithm is unable to distinguish between
the reflection and diffuse components, and they are thus
routed to both the diffuse and nondiffuse streams.

Another limitation of the method is that its model as-
sumes the presence of a single reflection (or no reflec-
tions) for each temporal analysis window and frequency

bin. Therefore, in cases in which two or more reflections
arrive simultaneously, the diffuseness will be estimated to
be higher than in reality, resulting in some direct compo-
nents being erroneously routed to the diffuse stream and
subsequently decorrelated. This would lead to the tempo-
ral smearing of some reflections, which may be audible
to the listener. Furthermore, the original SIRR formula-
tion also forced the diffuse stream to be isotropic, which
may not correspond to that of the original space. This lat-
ter limitation may, however, be minimized by employing
cardioid beampatterns for each loudspeaker direction (akin
to ambisonic decoding), rather than replicating the omnidi-
rectional component for each loudspeaker channel, as was
suggested later in [32]. However, the diffuse stream is still
modulated with direction-independent diffuseness values.

1.2.2 Spatial Decomposition Method
The SDM [2] is based on the assumption that a mea-

sured pressure pulse, at a given point in space, is the re-
sult of a single broad-band image source varying rapidly
in direction and amplitude over time. It was developed to
overcome SIRR input limitations by employing the micro-
phone array RIRs directly, since, while the SHD is often
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considered a more convenient format, some loss of spatial
performance is incurred during the conversion. The main
flow diagram of the SDM architecture is depicted in Fig.
1(b). The original formulation of the method operated using
open spherical microphone arrangements of four or more
omnidirectional sensors. The microphone array RIR is then
analyzed using short time windows, with the DoA estimated
via the cross-correlations between the microphone chan-
nels, as proposed earlier in [27]. The authors of SDM also
later developed a popular first-order SHD variant (SDM-
B-Format) [8], which estimates the DoA based on a broad-
band intensity vector in the same manner as SIRR, albeit
without frequency resolution or dedicated diffuse stream
rendering. During the synthesis stage, the pressure signal
is either quantized to the nearest loudspeaker or panned us-
ing VBAP. Since SDM was originally intended for concert
hall auralization, in [34], it was argued that quantization is
more preferable as timbral colorations due to panning are
mitigated.

It is important to note that SDM does not explicitly divide
the input sound-field into separate diffuse and nondiffuse
streams. While it is intuitively clear that the peaks in the
early response (which correspond to the direct sound and
early reflections) will likely be reproduced as intended, it
is less clear what happens when reverberation is introduced
into the later part of the response. Here, the assumption
made with the SDM model is that the DoA will vary ran-
domly, subsequently distributing the diffuse energy equally
in all directions, and thus produce an evenly distributed re-
verberant tail. However, it is a concern that this implicit as-
sumption may not always hold in practice. Another concern
with SDM arises due to the relatively short analysis win-
dows, approximately 1 ms, which corresponds to the period
of a 1-kHz sinusoid. This essentially means that at lower
frequencies, each cycle of the waveform is divided into
shorter temporal components and subsequently reproduced
based on directions defined by broad-band DoA estimates.
Therefore, this processing may cause a perceivable degree
of distortion, which, in turn, alters the spectral balance of
the response. Indeed, the authors of SDM did identify and
attempt to mitigate this latter problem through an adaptive
post-equalization operation proposed in [35], which aims
to match the mean of the loudspeaker magnitude responses
with that of the input pressure magnitude response.

In [2], the reproduction quality of SDM was studied
through formal listening tests with pair-wise comparisons
between reference scenarios and reproductions using both
SDM and SIRR. Reference scenarios with different rever-
beration times were utilized, and the input stimuli were
speech, trombone, and castanets. The SIRR implementa-
tion, by the authors of SDM, produced large discrepan-
cies between the reference scenario and the reproduction,
whereas SDM yielded a prominently more authentic repro-
duction. For the listening test, the authors simulated a six-
sensor array for the SDM test cases and applied additional
spatial encoding to obtain first-order spherical harmonic
components for the SIRR test cases. However, it should be
noted that open arrays with omnidirectional sensors are not
well suited to this conversion [36], and the authors also did

not detail how they conducted this conversion. Furthermore,
SIRR and SDM-B-Format implementations developed by
the respective original authors have been employed for the
comparisons in Sec. 4 and 5, which show vastly different
results to those presented in [2].

2 SPATIAL IMPULSE RESPONSE RENDERING
WITH HIGHER-ORDER SPHERICAL HARMONIC
INPUT

In this section, a new higher-order SIRR (HO-SIRR) ar-
chitecture is presented1. The principles behind processing
higher-order spherical harmonic input have been previously
derived for the Directional Audio Coding (DirAC) method
[6, 38], which is intended for reproducing continuous spher-
ical harmonic signals. Its primary design philosophy relates
to the idea that (provided higher-order input is available) the
sound-field may be first segregated into individual sectors,
which comprise spatially localized pressure and pressure
gradient components. These spatially localized variants of
the pressure and pressure gradients form the basis for esti-
mating an intensity-vector, which is biased towards favoring
energetic contributions to the sound-field in one region on
the sphere. Therefore, DoA and diffuseness estimates made
in one sector, will have reduced susceptibility to noise and
interferers present in other sectors. Additionally, the degree
to which the sound-field may be segregated is directly pro-
portional to the input order, which renders the approach
quite scalable with increasing input resolution. Note that a
flow diagram of the HO-SIRR architecture is depicted in
Fig. 2.

By dividing the sound-field into sectors, problematic
cases, such as multiple reflections arriving simultaneously
from different directions, are analyzed more reliably [39]
(assuming that these individual reflections do indeed fall
within their own sector). Therefore, panning the spatially
localized pressure components based on local DoA esti-
mates, rather than panning the whole sound-field pressure
based on a global DoA estimate, represents a more robust
approach to rendering the direct stream when compared to
first-order SIRR.

For the diffuse-stream, the sector signals are first scaled
according to their respective diffuseness estimates and re-
encoded back into the SHD. This SHD representation of the
diffuse-stream is then distributed to the loudspeakers using
an Ambisonic decoder, followed by decorrelation of each
loudspeaker channel. Note that these diffuseness estimates
are direction-dependent, since the sectors are steered in dif-
ferent directions on the sphere. Therefore, this may also
allow the method to more faithfully reproduce anisotropic
diffuse-fields, since each sector direction acts as a control
point on the sphere for manipulating the amount of diffuse
energy. Furthermore, although the diffuseness value esti-
mated for each sector is generally lower than that of the
original sound-field, the reproduced field still exhibits the

1Note that a preliminary formulation of this higher-order archi-
tecture was first detailed in [37].
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Fig. 2. Flow diagram of the HO-SIRR architecture. The analysis is conducted for each frequency bin and sector, independently. The
nondiffuse and diffuse components are then summed over all sectors for each frequency bin. The resulting SHD diffuse stream is
distributed to the loudspeakers using an Ambisonics decoder, followed by decorrelation.

same degree of diffuseness as when estimating the diffuse-
ness for the whole (nonsegregated) sound-field [40]. There-
fore, these inherently lower diffuseness values subsequently
lead to the reduction of artifacts caused by decorrelation,
as the energy of the diffuse stream is reduced.

2.1 Ambisonic Decoding
Perhaps the most common linear reproduction method,

based on spherical harmonic input, is Ambisonics [13]. In
the HO-SIRR formulation, Ambisonics is employed for the
task of redistributing the diffuse components to the loud-
speaker channels. The Nth order Ambisonic decoding of
spherical harmonic RIRs, a ∈ R

(N+1)2×1, to L loudspeaker
channels may be conducted via the application of a single
decoding matrix of real-valued gains Dls ∈ R

L×(N+1)2
. The

loudspeaker RIRs, y ∈ R
L×1, are thus obtained as

yambi(t) = Dlsa(t). (1)

There have been many proposed solutions for determin-
ing the decoding matrix values [41, 42], including

Sampling: Dls = 1
L YT

ls
Mode-Matching: Dls = (YT

lsYls)−1YT
ls

AllRAD: Dls = 1
K GtdYT

td

where Yls ∈ R
(N+1)2×L is a matrix of spherical harmonic

weights for each loudspeaker direction; Ytd ∈ R
(N+1)2×K

are the spherical harmonic weights for K directions of a
uniformly distributed arrangement of points on the sphere
(e.g., a t-design [43]); and Gtd ∈ R

L×K are VBAP [33] gains
for panning the uniformly arranged virtual loudspeakers to
the target loudspeaker setup.

2.2 Legacy Spatial Impulse Response Rendering
The HO-SIRR formulation is based on the original SIRR

method [3, 4], which operated on first-order, N = 1, spher-
ical harmonic RIRs
a1(t, f ) = [a00(t, f ), a1(−1)(t, f ), a10(t, f ), a11(t, f )]T , in
the time-frequency domain, where t and f refer to the time

and frequency indices, respectively. A parameter vector,
p1 = A [a1] = [θ, φ,ψ], is then estimated for each time-
frequency tile, which comprises the azimuth-elevation an-
gles (θ, φ) and the diffuseness (ψ). As suggested in the orig-
inal publication [3], these parameters may be extracted via
the energetic properties of the active-intensity vector [27,
31], which may be derived from the zeroth and first-order
spherical harmonic components (note that the time and fre-
quency indices are henceforth omitted for the brevity of
notation)

ia = �[pu∗], (2)

with2

p � a00, and u � − 1

ρ0c
√

3

⎡
⎣ a11

a1(−1)

a10

⎤
⎦, (3)

where � denotes the real operator, * denotes the complex
conjugate operator, p is the sound pressure, ρ0 is the mean
density of the medium, c is the speed of sound, and u is
the particle velocity. Note that the particle velocity may be
used in this manner, with the assumption that the sound
sources are in the far-field [44]. The parameters may then
be estimated as

θ,φ = ∠ − ia
||ia|| , and ψ = 1 − 2||ia||

|p|2 + uHu
. (4)

The direct (ydir ∈ R
L×1) and diffuse (ydiff ∈ R

L×1) loud-
speaker RIRs are then independently synthesized by em-
ploying the analyzed parameters as

ydir =
√

1 − ψg(θ,φ)a00, (5)

and

ydiff =
√

ψ

L
D [1La00] , (6)

2Assuming ortho-normalised (N3D) real SHs with ACN index-
ing. Omit the 1/

√
3 term if using the semi-normalised (SN3D)

convention.
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Fig. 3. Example sector patterns using a 4-point t-design [43], second order spherical harmonic input, and hyper-cardioid beam-patterns.
These are then treated as the pressure (first pattern on the left) and pressure gradient components (second, third and fourth patterns)
to estimate four spatially localized active-intensity vectors (one per sector). The primary design philosophy of this approach is that
parameters estimated in one sector should be less affected by noise and interferers present in the other sectors.

where g(θ,φ) ∈ R
L×1 are the VBAP gains correspond-

ing to the estimated DoA; 1L ∈ R
L×1 is a vector of ones

to replicate the omnidirectional component, a00, to each
loudspeaker channel; and D [.] denotes a de-correlation
operation on the enclosed RIRs. The final time-domain
loudspeaker array RIR may be acquired by summing the
two streams, followed by the appropriate inverse time-
frequency transform.

2.3 Higher-Order Spatial Impulse Response
Rendering

The legacy SIRR formulation operates on only first-order
spherical harmonic RIRs, but was still found to perform
well for a variety of conditions in [4], despite its low input
resolution. However, for problematic cases, such as those
with multiple prominent early reflections arriving at the
receiver position simultaneously from different directions,
the method performs less optimally. This is primarily due
to the limitations of the active-intensity based parameter
estimation, as it is unable to distinguish between two re-
flections in the same time-frequency tile.

The new higher-order analysis conducted by the HO-
SIRR method is based on first partitioning the sound-field
into a number of uniformly distributed spatially localized
sectors, S, which are then used to obtain spatially local-
ized active-intensity vectors [40, 39]; examples of sector
patterns are depicted in Fig. 3. As is the case with DoA
estimates made using the traditional active-intensity vec-
tor Eq. (4), the DoA estimates extracted from sectors are
also continuous, i.e., they forgo the need for dense scanning
grids and peak-finding algorithms.

The spatial analysis is conducted for each sector individ-
ually in the same manner as before, yielding the following

higher-order parameter vector

pN = A [s = WSaN ] = [θ1,φ1,ψ1, ..., θS,φS,ψS],

(7)

where WS ∈ R
4S×(N+1)2

is a beamforming matrix
which generates the spatially localized components for
all sectors, s ∈ R

4S×1 = [z(1); z(2); ...; z(S)], where z(s) =
[z(s)

00 , z(s)
1(−1), z(s)

10 , z(s)
11 ] are the components for each individ-

ual sector. For details regarding the formulation of WS , the
reader is referred to [6, 40, 39].

The sector components are then panned to the loud-
speaker channels using VBAP and accumulated, which
yields the direct stream as

ydir =
S∑

s=1

√
1 − ψs

S
g(θs,φs)z(s)

00 . (8)

For the diffuse stream, the sector signals are first scaled
with the corresponding diffuseness values and re-encoded
back into the SHD

adiff =
⎧⎨
⎩

√
ψ1

(N+1)2 a1, for N = 1∑S
s=1

√
ψs

S y(s)
N−1z(s)

00 , for N > 1

⎫⎬
⎭ , (9)

where y(s)
N−1 are the spherical harmonic weights for the cor-

responding sector direction, and adiff is the diffuse stream
expressed in the SHD.

The loudspeaker diffuse stream, ydiff , is then obtained
via linear Ambisonic decoding, followed by a decorrelation
operation on the loudspeaker channels

ydiff = D [Dlsadiff ] . (10)

Note that for N > 1, this diffuse stream rendering
approach may reproduce the diffuse components in an
anisotropic manner, since the sector components are scaled
by direction dependent diffuseness values. Furthermore, if
only first-order input is available then the method reduces
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to the legacy SIRR analysis and synthesis, with the ex-
ception of employing an ambisonic decoder for the diffuse
stream (rather than replicating the omnidirectional compo-
nent to each loudspeaker channel). This is generally more
preferable, as it allows for some degree of spatial separation
between the loudspeaker channels, and thus, less aggressive
decorrelation is required; as first suggested in [32].

3 LABORATORY TESTS FOR EVALUATING THE
REPRODUCTION OF SPATIAL IMPULSE
RESPONSES

The ultimate aim of any spatial RIR reproduction method
is to reproduce a captured room response in such a man-
ner, that the listener cannot distinguish it from the original.
Therefore, when evaluating such methods, a listening sub-
ject should be able to directly compare the original room
response with that of the reproduced response. However, as
the human auditory memory is quite limited, direct compar-
ison between the real space and its reproduction is gener-
ally not feasible. For development purposes, however, this
may be circumvented by recreating reference scenarios with
loudspeaker setups, which comprise similar components as
experienced with natural scenarios, i.e., direct sound, re-
flections, and diffuse reverberation. Therefore, the purpose
of this section is to describe the listening setup employed
for this study and also the manner in which the reference
scenarios were generated.

3.1 Listening Room Setup
In this study, the Audio-Visual Immersion Lab (AVIL)

located at the Technical University of Denmark was utilized
for reproducing the reference scenarios and auralizing the
responses rendered by different methods. The audio system
in AVIL comprises a spherical array of 64 loudspeakers
(KEF, Maidstone, UK) placed in an anechoic chamber of
approximate dimensions (length × width × height) 7 m ×
8 m × 6 m. The listener is seated on a height-adjustable
chair in the middle of the sphere at a distance of 2.4 m from
the loudspeakers, which are arranged on seven concentric
rings at elevation angles ±80◦, ±56◦, ±28◦, and 0◦, with 2,
6, 12, and 24 loudspeakers, respectively, distributed on said
rings. Three sonible d:24 amplifiers (sonible GmbH, Graz,
Austria) drive the loudspeakers, and the digital-to-analogue
conversion is performed by two biamp Tesira Server units
(biamp Systems Inc., Beaverton, Oregon). Time, level, and
magnitude response corrections were applied to each loud-
speaker channel based on impulse response measurements
made at the centre of the array.

3.2 Synthesis of Reference Loudspeaker Array
RIRs

Acoustical simulation tools were used to create refer-
ence RIRs for each loudspeaker in the 64-channel spherical
loudspeaker array. Essentially, the workflow involved first
using modeling software to simulate different acoustical
environments. Acoustic room modeling software, such as
ODEON [45], CATT [46], and Ramsete [47], are capable

of fulfilling this first task, as they may simulate the propa-
gation of sound through virtual acoustic environments and
also provide tools to manipulate important parameters (e.g.,
geometry and absorption coefficients), thus permitting the
user to affect the overall acoustics of the modeled space.

In this study, ODEON (ODEON A/S, Lyngby, Denmark)
was employed in combination with the Loudspeaker-based
Room Auralization (LoRA) [48]3 toolbox. Echograms ex-
ported by ODEON, alongside the directional metadata,
were passed to the LoRA toolbox, which employs dedi-
cated rendering strategies for the early and late parts of the
response. The early components are rendered directly to the
loudspeaker RIRs based on this metadata, and the late parts
are modeled as exponentially decaying noise sequences
tuned to the directional reverberation times (RT60) in oc-
tave bands. Note that this workflow has previously been
shown to be an ecologically valid approach for conducting
listening tests in [49, 50].

Once LoRA had rendered the reference 64-channel loud-
speaker RIR for each room model, the spherical harmonic
RIR counterparts were subsequently obtained via the appli-
cation of a matrix of spherical harmonic encoding weights
[1], with each column comprising the spherical harmonic
coefficients for each loudspeaker direction in the AVIL ar-
ray. This then allowed the spherical harmonic RIRs to be
rendered to the same loudspeaker array using different ren-
dering methods and configurations. Therefore, this work-
flow not only ensured that the rendering methods under
test all shared the same input, but it also permitted direct
comparisons between the different renders and the original
loudspeaker RIRs generated by LoRA.

3.3 Room Models Used for Listening Tests
Two models of acoustic environments were used for the

formal listening tests detailed in Sec. 5, namely the Vienna
Musikverein concert hall and a lecture auditorium at DTU.
Both were selected to be representative of the likely use
cases for a spatial RIR reproduction method and exhibited
different RT60s and room geometry. For instance, the Vi-
enna Musikverein is a world-renowned venue for music
performances, with dimensions 50.7 m × 19.5 m × 15 m,
a volume of 13,337 m3, and broad-band RT60 of 3.4 sec-
onds. The source and receiver positions (x, y, z) were [36.79;
1.82; 2.16] m and [24.72; 0.4; 2.72] m, respectively, with a
source-receiver distance of 12 m, whereas the DTU audito-
rium has dimensions 15.8 m × 12.1 m × 7.4 m, a volume
of 1,177 m3, and RT60 of 1.0 seconds. The source and re-
ceiver positions were [1.5; –1.5; 1.2] m and [10.3; –0.15;
2.55] m, respectively; with a source-receiver distance of 9
m. The geometries and source-receiver positions for these
two acoustic environments are depicted in Fig. 4.

Additionally, during the informal listening described in
Sec. 4, a room model of a small classroom at DTU was
also used. Note that all of these models are available as ex-
ample rooms in the ODEON software package. The “room

3The open-source LoRA toolbox may be found here:
https://bitbucket.org/hea-dtu/lora/src/master/.
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Fig. 4. The geometries of the ODEON models used for the simulations, including the source (magenta/red icon) and receiver (dark/light
blue icon) positions. Note that both models are available as example rooms in the ODEON software package.

setup” parameters were defined using the Precision preset
in ODEON, which was found to cast a sufficient number
of rays for the authors’ perceptual evaluation requirements.
For each room, the source was defined as a “point” source
and the receiver was omnidirectional.

4 INFORMAL LISTENING TESTS AND
MULTICHANNEL ENERGY-SPECTROGRAM
ILLUSTRATIONS

The subject matter was first approached through exten-
sive informal observations in the AVIL listening space,
where different rendering methods were compared against
a reference scenario and with each other; using a variety
of different acoustics and input stimuli. Simulations of an
Auditorium, the Vienna Musikverein concert hall and a
small classroom (as described in Sec. 3) were used as refer-
ence scenarios. Four different monophonic sound samples
(“clicky” kick drum, trombone, speech, and castanets) were
employed as the input stimuli. It should be noted that each
of these sound samples exhibit unique spectral and tem-
poral characteristics, and were specifically chosen to be

revealing of any deficiencies present in the parametric ren-
dering methods. These sound samples were subsequently
convolved with the reference loudspeaker RIRs and also
with the reproduced RIRs using SDM-B-Format [8] and
various different configurations of the HO-SIRR method.

In the early phase of informal testing, it was found that
short broad-band sound samples, such as the kick drum,
were especially critical in revealing certain artifacts, such
as reflections being perceived as too loud and/or the re-
verberant tail being found to be “grainy” (rather than ex-
hibiting a smooth decaying response). On the other hand,
sounds with ongoing tonal components and with narrower
harmonic spectral content, largely masked these artifacts.
Furthermore, the longer the reverberation time of the mod-
eled room, the more ambiguous the differences between
rendering methods became.

In the case of SDM-B-Format, particularly when using
the Auditorium room with the kick drum sample, the repro-
ductions greatly deviated from the reference scenario; of-
ten exhibiting considerable perceivable degradations. These
findings appear to contradict the reproduction accuracy re-
ported in [2]. However, there are potentially two key reasons
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Fig. 5. Energy spectrograms of the Auditorium RIRs rendered for the 64-channel AVIL setup, using different methods and configurations;
adopted from [37]. Note that the depicted SIRR cases employed the settings as detailed in Sec. 5. Additionally, the default configuration
found in the SDM Matlab toolbox [8] was employed for the SDM-B-Format case, which essentially converges to a broad-band variant
of SIRR without diffuse stream rendering.

for these differing outcomes. Firstly, these aberrations may
have previously been masked due to the listening setup em-
ployed in [2], which comprised an acoustically treated (but
still echoic) listening room and 14 loudspeakers in total.
This was in contrast with the 64 loudspeakers and ane-
choic listening setup employed in this study. Therefore, the
listening test subjects in [2], experienced the reproduced
RIR in combination with the RIR of the listening room.
Secondly, since SDM collapses the whole sound-field into
a single loudspeaker direction for each time window, it is
intuitively clear that (given a constant temporal window
length): the more loudspeakers introduced into the array,
the more SDM will have the tendency towards reproducing
the late response too sparsely.

Regarding the HO-SIRR method, the present authors
found that the inclusion of a dedicated diffuse stream
renderer and higher-order processing, both noticeably im-
proved the perceived reproduction accuracy for the chal-
lenging kick drum sample, whereas the inclusion of
frequency-bands provided a less substantial (but still iden-
tifiable) improvement. However, the magnitude of these
perceived improvements largely diminished for the more

stationary trombone sample. Energy spectrograms of the
reference loudspeaker RIR and the reproduced RIRs, as
shown in Fig. 5, appear to support these informal find-
ings. Note that the RIRs have been low-pass filtered with
a first-order IIR filter with cut-off frequency of 100 Hz,
prior to computing the energy spectrograms, in order to
improve the graphical clarity. The plotting script and refer-
ence loudspeaker RIR are included in the HO-SIRR Matlab
toolbox4.

The reference response is shown in Fig. 5(a), where
the first path and early reflections are clearly visible as
distinct peaks, and the late reverberation has a relatively
smooth downward-trending surface. The SDM-B-Format
reproduction is depicted in Fig. 5(b), where the early peaks
are shown to be reproduced correctly. However, the late part
of the response comprises a multitude of peaks which are
not found in the reference response. These additional peaks
are likely the cause for the excess loudness of reflections
and the graininess of the reverberant tail, as perceived by

4The open-source HO-SIRR Matlab toolbox may be found here:
https://github.com/leomccormack/HO-SIRR.
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Table 1. Test configurations. Test 1 studied the effect of frequency resolution and diffuse stream rendering, whereas Test 2
investigated the effect of spherical harmonic input order.

Stimuli Rooms Conditions

SDM B-Format o1
SIRR BB NoDiff o1
SIRR 6-ERB NoDiff o1

Test 1 Kick drum Auditorium SIRR 128-bins NoDiff o1
Trombone SIRR BB o1

SIRR 6-ERB o1
SIRR 128-bins o1

Ambisonics o1
Ambisonics o3

Test 2 Kick drum Auditorium Ambisonics o5
Trombone Vienna Musikverein SIRR 128-bins o1

Speech HO-SIRR 128-bins o3
HO-SIRR 128-bins o5

the present authors. This would also appear to indicate that
the primary SDM assumption (that the whole sound-field
should be collapsed into a single direction at each time win-
dow) may become increasingly unrealistic as the density of
reflections increases. Interestingly, when the analysis of the
response is conducted in frequency bands without a dedi-
cated diffuse stream, as depicted in Fig. 5(c), the response
is slightly less sporadic. However, the late response is still
more turbulent than it appears in the reference. The inclu-
sion of a dedicated diffuse stream appears to render the
surface of the late response in a smoother manner, as seen
in Fig. 5(d). In the third-order cases, Fig. 5(e) and Fig. 5(f),
the energy spectrograms become visibly more similar to the
reference case, suggesting that the rendering performance is
indeed improved with higher-order analysis and synthesis.

Note, however, that these figures and informal discus-
sions are provided only to give an impression of the dif-
ferences of various rendering methods and configurations.
The perceptual consequences of these visible differences
are investigated with formal listening tests in the following
section.

5 FORMAL LISTENING TESTS

In order to further investigate the perceptual effects iden-
tified during informal listening of SDM-B-Format and the
different rendering configurations of HO-SIRR (as de-
scribed in Sec. 4), formal listening tests were conducted
in the DTU AVIL listening room. A total of eight self-
reported normal hearing male listeners participated, all of
whom were naı̈ve as to the hypothesis of the study. All
listeners were experienced in spatial audio evaluation, and
are employees within the Hearing Systems group at DTU.

5.1 Listening Test Interface
A multiple-stimulus listening test was designed, where

the subject sat in the centre of the AVIL loudspeaker array.
The HULTI-GEN MaxMSP project5 by Gribben and Lee

5The test interface is freely available from here:
https://research.hud.ac.uk/institutes-centres/apl/resources/.

[51], was employed as the test user interface, and a touch-
screen display was used to control the interface from the
listening position. The listener was able to compare the
reference to the reproductions and rate the similarity of
their reproduction using a slider, which depicted the verbal
anchors of the ITU scale: “bad”, “poor”, “fair”, “good”, and
“excellent.” The integer numerical values of the slider were
0–20, 21–40, 41–60, 61–80, and 81–100, respectively. Each
listener was given an obligatory 10–15 minutes of training
to familiarize themselves with the stimuli and to ensure
they were comfortable interacting with the touch-display.
Each trial was repeated once per stimulus (a total of two
presentations per stimulus), and the presentation order of
the trials was randomized. The listeners were encouraged
to take short pauses when needed to avoid fatigue and were
permitted to move their head while listening. The typical
duration for the test (including training) was one hour.

5.2 Tested Effects
The listening test was divided into two parts. The first part

investigated the effect of frequency-resolution and dedi-
cated diffuse stream rendering. Here, the default configu-
ration of the SDM-B-Format method, from the SDM Matlab
toolbox [8], was employed as one of the test configurations,
which uses first-order input (o1) and is labelled henceforth
as SDM-B-Format o1. Note that the default SDM-B-Format
configuration (at the time of writing) employed a temporal
Hann window of length 0.3 ms (15 samples at 48 kHz) with
99% window overlap; quantized the pressure signal to the
nearest loudspeaker; and had the adaptive post-equalization
feature enabled (as described in [35]). The remaining test
configurations were of first-order SIRR using the HO-SIRR
Matlab toolbox, developed by the present authors. Note that
(at the time of writing) the default settings comprised first-
order analysis/synthesis with 50% overlapping temporal
windows of length 5.3̇ ms (256 samples at 48 kHz). In ad-
dition, VBAP [33] was employed as the panning method
and the dedicated diffuse-stream rendering feature was en-
abled. The diffuse stream was decorrelated by convolv-
ing each channel with exponentially decaying independent
Gaussian noise sequences, with the following decay rates
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Fig. 6. The means and 95% confidence intervals of the results for the first listening test, which simultaneously investigated the perceptual
differences of frequency-resolution and dedicated diffuse stream rendering.

per octave band (125 Hz to 4 kHz): [70, 70, 60, 40, 20,
10] ms. These decorrelation sequences were also equalized
based on their minimum-phase representation, in order to
make them spectrally flat, as described in [52]. The diffuse-
ness parameter was computed based on an active-intensity
vector averaged across frequency bins ∈ (0, 3 kHz] and
over time, using a one-pole averaging filter with a coef-
ficient value of 0.975. The first peak in the input spatial
RIR was also isolated and panned using a broad-band DoA
estimate. Note that the toolbox employs the reformulated
diffuse stream rendering approach, Eqs. (9) and (10), rather
than the legacy diffuse rendering of Eq. (6).

This default HO-SIRR toolbox configuration was then
kept constant for all of the SIRR cases for the first listening
test, with two exceptions. Firstly, three different frequency
resolutions were attained by appropriately averaging the
intensity vector across the 128 (usable) frequency bins.
This was done to keep the temporal resolution constant,
while obtaining the following frequency resolution options:
broad-band (BB), six Equivalent Rectangular Bandwidth
(ERB) bands (6-ERB), and the full 128 uniformly spaced
bins (128-bins). Secondly, the diffuse stream was disabled
(NoDiff) for one combination of the three different fre-
quency resolutions, and was enabled for the other combi-
nation of the three frequency resolutions. Therefore, there
were seven test conditions in total (not including the ref-
erence). Furthermore, in this first test, stimuli “kick drum”
and “trombone” were used in conjunction with the simu-
lated “auditorium” room.

The third effect of interest in this study was the influence
of spherical harmonic input order on the perceived accu-
racy of the reproduction. This was studied in part two of the
listening test. Here, the HO-SIRR toolbox was configured
with default settings (as before), except that the spheri-
cal harmonic input order was set to either first (o1), third
(o3), or fifth (o5) order. Since HO-SIRR is currently the
only parametric rendering method for spatial RIRs which
supports higher-order input, the nonparametric Ambison-
ics method was included for comparison using the same
input orders. Note that the mode-matching ambisonic de-

coder (MMD), as defined in Sec. 2.1, was utilized for
this task. This decoder was also the ambisonic decoder
used for the diffuse-stream rendering in the HO-SIRR tool-
box. In total, this second test comprised six conditions.
Furthermore, three stimuli (“kick drum,” “trombone,” and
“speech”) were used in conjunction with two room simu-
lations: “auditorium” and “Vienna Musikverein.” Note that
the full listening test configurations are summarized in Ta-
ble 1.

The subjects were then instructed, for both listening test
parts, to rate the test cases based on how accurately they
reproduced the reference case, particularly in regard to lo-
calization accuracy, envelopment, and timbre. However, it
was also emphasized that other attributes of the reproduced
stimuli may also be included in their judgement as they saw
fit.

6 RESULTS AND DISCUSSION

The results for part 1 of the formal listening test, which
investigated the perceived differences of frequency res-
olution and dedicated diffuse rendering, are presented
in Fig. 6. When observing the results of using the kick
drum sample in conjunction with the Auditorium model,
it would appear that increasing the frequency-resolution
yields little to no benefit. This is in contrast with the in-
formal listening observations made by the present authors.
However, the inclusion of dedicated diffuse-stream render-
ing indicates a substantial perceptual benefit. Therefore, it
is possible that the perceived differences of changing the
frequency resolution were overshadowed by the benefits
of including the dedicated diffuse-stream rendering. When
employing the trombone sample, which is a comparatively
more stationary sound source, with the same room model,
there appears to be little difference between both frequency
resolution and dedicated diffuse-rendering. However, the
SDM-B-Format test case, which should have some parity
with the SIRR BB NoDiff o1 case, was found to score much
lower. There are four main differences between these two
test cases: the temporal resolution (15 samples versus 256
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Fig. 7. The means and 95% confidence intervals of the results for the second listening test, which investigated the perceptual differences
of spherical harmonic input order.

samples window length, at 48 kHz); window overlap (99%
versus 50%); quantizing to the nearest loudspeaker rather
than employing VBAP; and SDM-B-Format employs ad-
ditional adaptive post-equalization [35]. It is not fully clear
which of these attributes (or combination of these attributes)
is responsible for the poor performance found in this study,
although it is likely that the short temporal windowing and
spatial quantization (instead of smooth panning functions)
could contribute to a less smooth time-varying distribution
of energy in the output. Furthermore, strong perceptual
degradations compared to reference scenarios have previ-
ously been reported in [53], where the author cited the over
simplification of the model and the heavy reliance on post-
equalization as the root causes for the poor performance of
SDM. However, it should also be noted that a recent bin-
aural study [54] found that SDM formulated in the space
domain (as originally intended [2]) can yield better perfor-
mance than SDM formulated in the SHD.

The results for part two of the formal listening test, which
investigated the perceptual effects of increasing the spher-
ical input order, are depicted in Fig. 7. For the Audito-
rium room with the kick drum and speech stimuli, there
appears to be a clear improvement in the perceived repro-
duction accuracy (for both methods) with increasing input
order. When comparing the scores of Ambisonics alongside
those of HO-SIRR, it would appear that the parametric pro-
cessing substantially improves the perceived reproduction
accuracy with first and third order input. With fifth order
input, Ambisonics attained a slightly higher score for the
kick drum sample, but fared worse with the speech sample;

suggesting that there are some diminishing returns when
employing HO-SIRR at very higher orders and with more
transient input sources. However, since most commercially
available microphone arrays are unable to capture these
fifth-order components, the large improvements at first-
and third-order (which represent more realistic input reso-
lutions) are perhaps of greater practical significance. For the
trombone case, the differences between input orders for the
HO-SIRR method was minimal, as all three were largely in-
distinguishable from the fifth-order Ambisonics test case.
Therefore, the performance improvement of higher-order
processing appears to be largely negated when employing
more stationary input samples. This also concurs with the
informal observations detailed in Sec. 4.

When observing the results for the Vienna hall, the bene-
fit of increasing the input order is less clear, but still present
when employing the problematic kick drum sample. How-
ever, the benefits of employing parametric rendering, rather
than linear Ambisonic decoding, appear to diminish above
third-order input. One possible reason for this is that the
default averaging coefficients and temporal window length
in the HO-SIRR toolbox (at the time of writing), were se-
lected through informal listening of the Auditorium room
case. Therefore, it is possible that tailoring these parame-
ters for the Vienna hall could yield results more in line with
those of the Auditorium case. Therefore, further develop-
ment of the HO-SIRR toolbox is a topic of future work.
A future study could also comprise perceptual tests involv-
ing more rooms and test configurations, and investigating
the binaural reproduction performance of the method. As a
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final remark, while only eight subjects participated in the
listening tests, it should be highlighted that each test config-
uration was repeated twice and that the confidence intervals
are quite narrow, which suggests high reproducibility of the
presented results.

7 CONCLUSIONS

This study investigated the perceptual effects of different
design choices when parametrically rendering loudspeaker
room impulse responses (RIRs), using spherical harmonic
RIRs as input. More specifically, a listening setup compris-
ing 64 loudspeakers in an anechoic chamber was employed
to assess the perceptual effects of the following three as-
pects: frequency-resolution, dedicated diffuse stream ren-
dering, and the input spherical harmonic order. The evalu-
ation of these three different design choices was conducted
through two formal listening tests.

The first listening test simultaneously investigated the
perceptual effects of frequency-resolution and dedicated
diffuse stream rendering. Here, renders using different con-
figurations of the first-order Spatial Impulse Response Ren-
dering (SIRR) method, and the spherical harmonic vari-
ant of the Spatial Decomposition Method (SDM), were
compared against reference scenarios. The first-order
SIRR configurations under test comprised three dif-
ferent frequency-resolutions, which had the dedicated
diffuse stream rendering feature either enabled or disabled.
The results indicate that by enabling this dedicated diffuse
stream rendering feature, the perceived accuracy of the re-
production is substantially improved. On the other hand,
increasing the frequency-resolution employed during ren-
dering appears to yield little to no benefit. However, it is
possible that the perceived differences between frequency-
resolutions were overshadowed by the benefits of dedicated
diffuse stream rendering. Indeed, through informal listen-
ing, the present authors were able to identify minor im-
provements with increasing frequency-resolution. There-
fore, future work could entail a formal investigation into
these perceptual differences via a dedicated listening test.
Furthermore, the spherical harmonic variant of SDM was
found to perform worse than all tested configurations of
first-order SIRR.

A higher-order formulation of the SIRR method (HO-
SIRR) was also introduced in this article. This new formu-
lation is intended to improve upon the spatial accuracy of
the original first-order method, by employing higher-order
input to first segregate the sound-field into multiple sec-
tors. The analysis and synthesis stages are then conducted
for each sector individually, which allows it to more reli-
ably reproduce multiple simultaneous reflections. The dif-
fuse stream is also conducted in a manner that may more
faithfully reproduce anisotropic diffuse-fields. Therefore,
the second listening test investigated the perceptual effects
of the third rendering configuration of interest: the spher-
ical harmonic input order. For this test, first, third, and
fifth-order renderings of HO-SIRR were compared along-
side mode-matching Ambisonic decoding of the same in-
put orders. The results indicate that (in the majority of

cases), the reproduced responses more closely resembled
the reference with increasing input order for both meth-
ods. However, more importantly, the benefits of the HO-
SIRR parametric rendering is clearly demonstrated for both
first and third order input and, to a lesser extent, also with
fifth order input; especially when employing problematic
transient stimuli.
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