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For the quality of model-based, virtual acoustic environments, not only the room acoustic
simulation but also the quality and suitability of the source material play an important role.
An optimal recording of real sound sources is characterized by an anechoic production and a
high signal-to-noise ratio and crosstalk attenuation between the different recording channels.
Furthermore a recording in the far field of the source is necessary to use correct directivities
for room acoustic simulations. From an artistic point of view, the recording situation with
its technical boundary conditions must be designed in a way that the musical or vocal ren-
dering of professional performers is impaired as little as possible. To provide a high-quality
source signal for acoustic simulations of orchestral content, a professional symphony orches-
tra was recorded in the anechoic chamber of TU Berlin performing the 8th Symphony of L.
v. Beethoven. Through a combination of groupwise and sequential recordings with individ-
ual monitor mixes via headphones and video recordings of the conductor and concertmaster,
an optimal compromise was sought with regard to artistic and technical aspects. The article
presents the recording process and processing chain as well as the results achieved with respect

to technical and artistical quality criteria.

0 INTRODUCTION

The auralization of data-based or model-based virtual
acoustic environments has a variety of applications from
acoustical and electro-acoustical planning [1] to room
acoustic and psychoacoustic research [2, 3], music research
[4], game audio [5], or virtual acoustic reality in general [6].
Even historical locations that no longer exist can be recon-
structed, acoustically analyzed, and experienced again in
this way [7-9].

For the quality of an auralization, not only the room
acoustic simulation is a challenge that has so far only been
partially met [10], but also the production of suitable audio
content. From a technical point of view, the sound sources
for auralizations should be recorded in an anechoic environ-
ment, with a high signal-to-noise ratio and a low crosstalk
between the different sound sources and corresponding
recording channels. At the same time, a recording in the
far field of the source is necessary if correct directivities for
the room acoustic simulation are to be used. And finally,
the recording situation with its technical boundary condi-
tions must be designed in a way that the musical or vocal
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rendering of professional performers is impaired as little as
possible.

Most existing anechoic orchestral recordings [11-15]
have certain limits in terms of technical and/or artistic qual-
ity due to the challenges mentioned above and the compro-
mises that are required. In addition, with the exception of
[15], the string sections of the related orchestras were not
recorded with the complete number of voices, so that a
small number of tracks has to be technically duplicated in
order to auralize a symphonic performance with typically
12 to 16 first violins. Therefore a new anechoic production
of a professional symphony orchestra was conducted at TU
Berlin.

The Orchester Wiener Akademie conducted by Martin
Haselbock was invited to perform the 8th Symphony of L.
v. Beethoven in the anechoic chamber. The orchestra plays
in historically informed performance practice, using his-
torical originals or replicas as music instruments. With a
special interest in the specific acoustic conditions of his-
torical music venues of the Viennese Classicism and their
digital reconstructions [16], the orchestra also had experi-
ence with the special conditions of film music production,
such as ensemble playing with headphone monitoring and
recording via a mixed pilot track during the recording.

The first, second, and fourth movements of the 8th Sym-
phony of L. v. Beethoven, op. 93 were recorded, with a
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Table 1. Recorded instruments, number of musicians, and final
number of recorded voices per instrument.

Instrument Musicians Voices Group

1. Violin 2 14 Strings

2. Violin 2 11

Viola 2 11

Violoncello 1 6

Double Bass 1 6

Flute 2 2 Woodwinds
Oboe 2 2

Clarinet 2 2

Bassoon 2 2

Horn 2 2 Brass
Trumpet 2 2

Timpani 1 1 Percussion
> 21 61

total playing time of 20 minutes. The number of recorded
tracks corresponds to a medium-sized orchestral instrumen-
tation (Table 1). Crosstalk could be reduced to a minimum
by a groupwise, semi-sequential recording of the instru-
ments. In order to enable exact timing for the musicians,
a video recording of the conductor and the concertmaster
was played on individual screens in the recording room in
addition to an individual monitor mix via headphones. To
achieve a music production with industry standard produc-
tion quality, a professional recording supervisor conducted
the recording and post-production of the audio material. An
excerpt of the audio content with all necessary metadata for
its use in high-quality auralizations is available under the
license CCBY 4.0 [17].

1 PRODUCTION

The orchestra was recorded in the anechoic chamber of
the TU Berlin. With a room volume of 1,070 m?, a lower
cut-off frequency of 63 Hz, and a walk-in area on a wire net
of 112m?, it offers sufficient space for polyphonic music
recordings.

1.1 RECORDING ENVIRONMENT

The musicians were placed standing or sitting on the net.
In order to achieve optimum separation between the instru-
ments, shielding screens were suspended from a specially
installed truss rig due to the limited mechanical strength of
the walk-in wire net. Solid wooden walls covered with 20
cm thick foam material were used as absorbing partitions.
In order to prevent multiple reflections, these were hung at
a slight angle to each other. This made it possible to cre-
ate half-open recording booths for eight musicians playing
simultaneously (Figs. 1 and 2).

1.2 RECORDING SETUP

The microphones were arranged in such a way that on the
one hand a high crosstalk attenuation toward other instru-

978

ENGINEERING REPORTS

ments was achieved, and on the other hand a position fa-
vorable for the tonal quality of the instrument was realized,
meeting the demands of the professional sound engineers
responsible.

To achieve an optimal channel separation, the cellos and
basses were recorded with cardioid microphones, while for
all other instruments, microphones with a figure-of-eight
characteristic were used. Only for the timpani a pressure
transducer was used because it was recorded alone in the
room. For the signal path with lowest separation (cf. Tab.
2), a crosstalk attenuation of about 10 dB at 100 Hz in-
creasing to 30 dB at 1 kHz was achieved between the micro-
phone directly at the source and the next nearest microphone
(Fig. 3), with a broadband crosstalk attenuation of at least
—26.7 dB if the frequency weighting of a simulated pro-
gram signal according to IEC 60268-1 [18] is applied.

This value was shown to be sufficient to avoid both au-
dible coloration [19] and a localization shift compared to
the primary source and thus seems high enough for aural-
ization of an instrumental group recorded in parallel. The
results of a crosstalk attenuation analysis for all source and
all recording positions of the recording setup of the string
group are shown in Table 2.

The frequency responses and transmission factors of all
microphones were determined, as well as the gain of the
microphone preamps during recording. All figure-of-eight
and omnidirectional microphones were directed from above
toward the main sound radiating area of each instrument.
When the microphones were aligned, care was also taken to
ensure that the sound reflection of the monitors had minimal
impact on the recording channel with the help of the chosen
directional characteristic of the microphones. The cardioid
microphones for cello and double bass, for example, were
placed in front of the instrument between the musician and
monitor, so that the direction of the greatest cancellation
was directed toward the monitor.

The microphone types used and the exact microphone
positions in spherical coordinates (azimuth and elevation
relative to the head of the musician) are given in Table 3 and
are included in the data set. For acoustic decoupling from
the wire net, the microphones were suspended on cords
from the truss construction, thus avoiding the transmission
of structure-borne noise.

During the entire recording attention was paid to an opti-
mal level control, using high-quality preamplifiers and A/D
converters (PreSonus DigiMax DP88, RME UFX) with a
48 kHz sampling rate and 32 bit word width in floating-
point format. The final level ratios between the individual
tracks are taken into account in the files without affecting
the SNR. Due to the recording in the described format, a
level close to 0 dB full scale is not necessary.

1.3 MONITORING

Due to the spatial separation of the simultaneously play-
ing instrumentalists from each other and the groupwise
recording, special attention had to be paid to a musically
accurate timing and good intonation as well as a low latency
recording environment for the musicians. For this purpose,
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Fig. 1. Recording situation in the anechoic chamber of the TU Berlin with eight musical instruments and a conductor, also showing the

monitor mixing desk.

a pilot track of the first string group (2x vnl, 2x vn2, 2x va,
1x ve, 1x db) led live by the conductor was recorded in the
first round of recordings. In addition to the audio record-
ing, two video cameras were used to record the conductor
and the concertmaster. The pilot track and associated video
recordings were played back synchronously for all other
groups of the musicians via headphones and displays. This
allowed the musicians to follow the conductor as well as the
bow of the concertmaster while playing with their group.
For the video playback, a split-screen view of both videos

@«
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Monitor Mixing Desk

was shown on video monitors for each of the up to eight
musicians in one group.

The mutual listening in the unfamiliar environment of
the anechoic chamber was realized by a stereophonic mon-
itoring for each of the musicians via headphones. For this
purpose, the input signals of the microphones were sent
via a digital direct out to the monitor mixer immediately
after amplification. An individual mix was created for each
musician from his or her own direct sound and the other
current voices as well as the voices already recorded. In ad-
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Fig. 2. Recording setup in the anechoic chamber of the TU Berlin with eight instruments and a monitor mixing desk.
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Table 2. Frequency weighted crosstalk attenuation in dB assuming a simulated program signal according to IEC 60268-1 [18] for all
source and recording positions of the recording setup of the string group. The bold printed value shows the lowest crosstalk
attenuation of this analysis; a further frequency-dependent evaluation of this particular source-receiver configuration is shown in
Fig. 3. Missing data is marked with an *.

Source Position

Recording Position

A B C
A - -39.1 374
B —37.2 - —=27.7
C —40.0 —29.6 -
D —40.8 —38.3 —-30.4
E —42.3 —38.3 —-35.7
F —45.3 —41.8 —40.2
G —47.1 —42.6 —41.3
H —39.2 —41.2 —38.1

D E F G H
—355 —384 —34.7 —-34.9 —38.8
—34.3 —40.3 —37.5 —37.2 —40.3
—28.2 —384 —36.6 —36.5 —39.6

- —32.3 —35.1 —36.7 —40.1
—26.7 - —28.9 —-33.4 =352
—36.6 —34.0 - —31.2 -36.5
—38.8 —41.0 * - —34.6
—-37.3 —40.7 * —38.0 -

dition, a convolution reverb with a simulated binaural room
impulse response suitable for orchestral performances was
used to create a natural acoustic recording environment for
the musicians. Since the monitoring of each performer’s
own instrument is particularly time-critical, impulse re-
sponses without direct sound were used and convolved with
the instrument signal on a computer and added to the dry
signal, which was then sent directly from the mixing con-
sole with negligible latency to the headphone amplifiers
used.

1.4 RECORDING WORKFLOW

Through groupwise, semi-sequential recording of the or-
chestra, an optimal compromise was aimed at with regard
to artistic and technical aspects. Up to eight voices were
recorded simultaneously in the room. The four orchestral

groups, i.e., strings, woodwinds, brass, and percussion (see
Table 1), were recorded one after the other. In order to create
a medium-sized orchestra, the string section was recorded
six times in a row. In addition, individual passages could be
recorded several times and sequentially for digital editing.

The recording was led by a musical recording supervi-
sor and the conductor. In a first run, passages that were
not artistically successful were repeated until a satisfactory
version for all participants was reached.

1.5 POST PROCESSING

When processing the recorded audio signals, the changes
in the microphone gain documented during recording were
first compensated. The recorded takes were then edited and
merged, thereby correcting slight asynchronies between the
individual tracks.

Table 3. Microphones used and their positions relative to the instrument, in the spherical coordinates azimuth ¢, elevation 6, and
radial distance r. A detailed description of the coordinate system used is shown in Fig. 5.

Recording Mic Mic Gain  Artistic HP Filter
Instrument Position Mic (Nr.) Directivity Mic Position in dB Gain indB in Hz
¢ in deg 0 in deg rinm

Violin1.1 E KM 120 (1) Eight 12 62 0.61 40 —12 180
Violin 1.2 C KM 120 (2) Eight 30 55 0.81 40 -6 180
Violin2.1 D KM 120 (3) Eight 68 59 0.83 40 —6 180
Violin2.2 B KM 120 (4) Eight 0 69 0.65 40 -6 180
Viola 1 F KM 120 (5) Eight 9 66 0.89 40 —12 120
Viola 2 G KM 120 (6) Eight 39 58 0.88 40 —-12 120
Cello H KM 184 (7) Cardioid O —19 0.52 30 —6 60
D. Bass A KM 184 (8) Cardioid 22 —14 0.55 30 -2 40
Bassoon1 D KM 120 (3) Eight —28 51 0.86 40 —-12 50
Bassoon2 B KM 120 (4) Eight 0 40 0.78 40 —14 50
Flute 1 C KM 120 (2) Eight =35 49 0.61 40 -17 240
Flute 2 A MK 8 (9) Eight —81 39 0.8 40 —18 240
Clarinet 1 E KM 120 (1) Eight 35 23 0.79 40 —16 140
Clarinet2 G KM 120 (6) Eight 0 39 0.88 40 —15 140
Oboe 1 F KM 120 (6) Eight 0 20 0.85 40 —15 220
Oboe 2 H MK 8 (10) Eight 6 56 0.71 40 —15 220
Trumpet1 E KM 120 (1) Eight 31 19 1.61 30 =7 180
Trumpet2 G KM 120 (6) Eight 38 30 0.91 30 -7 180
Horn 1 C KM 120 (2) Eight —134 36 0.65 30 —14 50
Horn 2 A MK 8 (9) Eight —118 62 0.58 30 —17 50
Timpani - MK 5 (11) Omni 0 80 1.18 15 -7 40
980 J. Audio Eng. Soc., Vol. 68, No. 12, 2020 December
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Fig. 3. Crosstalk attenuation between 2 adjacent microphones,
illustrated by the frequency response of the Neumann KM 120
(3) microphone used for the recording of Violin 2.1 at recording
position D and a Genelec 8020c loudspeaker placed at recording
position E, at a distance of 1 m from the microphone that was used
for the recording of Violin 1.1 and directed toward the ceiling.
The shown frequency-dependent crosstalk was referenced to the
corresponding frequency response of the Neumann KM 120 (1)
microphone at recording position E. The dashed line shows the
frequency weighted crosstalk attenuation assuming a simulated
program signal according to IEC 60268-1 [18]. Considering the
bandwidth of the sound source used, only the range between 50
Hz and 15 kHz was used for the calculation (black), and the side
bands (gray) were discarded.

Amplitude in dB

100 1k 10k 20k
Frequency in Hz

Fig. 4. Transfer function (gray) and inverse filter (black) for a
Neumann KM120 microphone; the dashed line shows the com-
pensation result of the inverse filter on the transfer function.

Filters were generated from the on-axis frequency re-
sponses of each individual microphone, which were pre-
viously measured in the anechoic chamber at Georg Neu-
mann GmbH in Berlin. Regularized least mean squares
(LMS) inversion with a regularization function generated
from a high-shelf filter with its characteristic fre-
quency @16 kHz was used to design the inverse fil-
ters for the microphone transfer function [20, function:
AKregulatedInversion ()], which was applied as
minimal phase FIR to the final audio tracks to compen-
sate for the influence of the microphones on the frequency
response (see example in Fig. 4).

The level differences due to different distances between
microphone and instrument were also compensated as well
as the measured microphone sensitivities. For this purpose,
all tracks were normalized to the sensitivity of the Schoeps
MK 5, used for the recording of Timpani, the microphone
with the lowest sensitivity of 10.1 mV/Pa @1 kHz, and to
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a distance of 1 m. To minimize crosstalk and suppress low
frequency noise in the recording, the tracks were processed
with a Butterworth high pass filter of order 4, adjusting the
cutoff frequency for each instrument individually so that
the lowest playable tone was not affected and thus the full
bandwidth of the instrument was preserved (see Tab. 3: HP
Filter).

In order to consider the different levels of the instruments,
the preamplifiers were set differently during recording. The
corresponding mic gains can be found in Table 3. To achieve
a uniform amplification for all instruments, the differences
in these gains can be adjusted to each other.

In a final step, an artistic adjustment of the levels was
carried out. Even if the microphone distances and sensi-
tivities were compensated in the final audio tracks, a final
adjustment can be useful because the dynamic adjustment
of the performers within an instrument group in a famil-
iar acoustic environment is not possible in the same way
with headphones in an anechoic room, leading to a dynami-
cally slightly inhomogeneous balance between the individ-
ual voices. This final adjustment of the levels was carried
out by a professional sound engineer. The level changes are
documented (Tab. 3) and can be reversed if necessary.

Since all tracks were normalized to a microphone dis-
tance of 1 m and to a microphone sensitivity of 10.1 mV/Pa,
the sound pressure level of Flute 1 at 1 m, for example, can
be calculated as follows: a sound pressure level of 94 dB-
SPL corresponds to a microphone output level of —37.8
dBu (10.1 mV/pa). The KM 120 Neumann microphone has
been amplified by 40 dB to 2.2 dBu (refer to Tab. 3: Mic
gain), which results in a level of the AD converters of —9.8
dBFs (the Digimax DP88 analog-to-digital converter has a
sensitivity of +12 dBu @ 0 dBFs). Finally, the signal was
reduced by —17 dB by a sound engineer’s processing (see
Tab. 3: Artistic gain), and thus a level of —26.8 dBFs in the
audio signal corresponds to a sound pressure level of 94
dBSPL at 1 m distance from the recorded sound source in
the direction of the microphone.

2 RESULTS AND DISCUSSION

The result of the production described above is the first,
second, and fourth movement of the 8th Symphony op. 93
by Ludwig van Beethoven, with a duration of 8:11, 4:08,
and 7:24 minutes. The dataset contains 61 single tracks
for each instrumental voice as well as a stereo mix with
artificial reverberation to get a first impression of the artistic
quality and the potential of the recordings. Excerpts of ca.
1:00 minute length are published under open access with
a license of CC BY 4.0. For further use of the complete
recording, please contact the authors of the article.

The microphone frequency compensation filters used are
contained in the form of impulse responses in WAV format.
These were derived from the measured on-axis frequency
response for each individual microphone. We analyzed the
error resulting from the fact that the sound source was either
not exactly in the 0° direction of the microphone or that the
musical instrument is an extended sound source, which is
true, for example, for string instruments, where the entire
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Z (up)

X (front)

Fig. 5. Coordinate system for the documentation of the micro-
phone positions.

soundboard is radiating sound. If we assume that the major
sound radiating parts of the musical instruments involved
are within a dimension of 30 cm, this leads to angles of £
8.5° from the center of the source for a recording distance of
1 m. Considering the difference of the frequency responses
for 0° and 10°, for example, for the KM 184 microphone
used, leads to differences < 0.2 dB for all 1/3-octave bands
up to 12.5 kHz. The error introduced for sound sources of
this size thus appears to be negligible, also for the other
small diaphragm microphones used, whose increase in di-
rectivity begins only at very high frequencies.

The exact microphone positions are given in spherical
coordinates, i.e., in azimuth (¢ = 0° pointing in positive
x-direction, ¢ = 90° pointing in positive y-direction), el-
evation (8 = 0° pointing in positive x-direction, 6 = 90°
pointing in positive z-direction), and distance (in meter) for
each instrument (cf. Tab. 3). The origin of the coordinate
system corresponds to the head position of the musicians.
Thus, the origin is 1.2 m above the ground, the average
ear position for seated people on a 0.45 m high chair [21].
The musicians’ viewing direction is along the x-axis (see
Fig. 5).

The microphone positions were chosen to obtain audio
recordings preserving the tone color of the musical instru-
ment as experienced in a natural environment while at the
same time providing sufficient crosstalk attenuation for
other instruments. These positions were thus sometimes
slightly different from the positions traditionally used in
recordings of classical music. For use in auralizations, how-
ever, neither traditional nor modified positions should be
used without compensation.

This compensation can be achieved by using the micro-
phone positions to normalize the instrument directivities,
such as those measured at TU Berlin with a spherical ar-
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ray of 32 microphones [22, 23], to the direction of the
microphone during recording or by equalizing the audio
content with the inverse frequency response of the source
directivity at this point. Both approaches make sure that
the sound pressure at the microphone position will be unaf-
fected by the source directivity in the simulation, while all
other directions of sound radiation have correct frequency
weighting.

By doing so, deviations resulting from unusual micro-
phone positions relative to the sound at more traditional
recording positions will also be compensated accordingly.
Only very unfavorable positions, e.g., with a strong damp-
ing of high frequencies, can lead to problems with the
signal-to-noise ratio after compensation. This was, how-
ever, not the case in the current recording.

As an additional measure, an “artistic gain” was intro-
duced to the individual tracks by a professional sound en-
gineer who created a balanced stereo mix with artificial
reverb according to artistical criteria. This gain compen-
sates for the individual dynamic performance of the mu-
sicians as well as for the different sound powers of the
instruments [24], which are in a concert performance af-
fected by a specific, distance-related attenuation and lets,
for example, the woodwinds appear softer than the strings
in front. For applications creating a mix of the anechoic ma-
terial itself with or without artificial reverb, we recommend
adopting these gains. If, however, a room acoustic aural-
ization is conducted, with impulse responses that already
contain a distance-related attenuation, the general gain re-
duction indicated, e.g., for the woodwinds, should not be
applied. In this case, only the gain alignment within an in-
strument group can be used. If the impulse responses do not
contain distance-related attenuations (because certain room
acoustical simulation softwares, for example, always pro-
vide normalized impulse responses), we recommend either
adopting the artistic gains or defining a reference listening
position and calculating the distance-related attenuations at
this position by hand.

It should be noted that the additional artistic adjustment
of the levels also influences the corresponding crosstalk at-
tenuation, reducing the attenuation for some signal paths
and increasing it for others (cf. Tab. 2). For the group
of strings and brass the range of artistic attenuation is
10 dB and for the group of woodwinds only 6 dB. Thus
the crosstalk attenuation never falls below a value of —20.7
dB, which is still in the acceptable range to avoid both au-
dible coloration [19] and a localization shift compared to
the primary source.

The published anechoic audio production should make it
possible to estimate the acoustic effect of musical perfor-
mance spaces for orchestral works through the auralization
of a high-quality performance of a piece frequently played
in the symphonic concert repertoire already in the planning
phase.

Considering the results of the recording, the production
method turned out to be a good compromise. On the one
hand, it provides the technical characteristics required for
room acoustic auralizations, while at the same time giving
the artists a minimum of acoustic feedback and allowing
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them, at least within their instrumental group, to make mu-
sic together, which the invited orchestra considered to be
essential for an artistically convincing symphonic ensemble
performance.

The documentation of the recording follows the DEGA
memorandum for the execution and documentation of audio
productions for scientific applications in acoustics [25].
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