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Conventional approaches for surround sound panning require loudspeakers to be distributed
over the regions where images are required. However in many listening situations it is not
practical or desirable to place loudspeakers in some positions, such as behind or above the
listener. Compensated Amplitude Panning (CAP) is an object-based reproduction method that
adapts dynamically to the listener’s head orientation to provide stable images in any direction,
including behind and above. This is achieved by producing accurate dynamic Inter-aural
Time Difference (ITD) cues. Here CAP is extended for more than two loudspeakers. Adding
one or more loudspeakers allows the radiated energy and cancellation error to be reduced
dramatically for some configurations. The multichannel CAP method is also compared with
Ambisonic reproduction.

0 INTRODUCTION

Amplitude panning is a method for producing a spatial
audio image in which two or more waves are combined
coherently at the listener position, each carrying the same
signal but independent gains. For some choices of plane
wave directions and gains the listener perceives an image,
or phantom source, from a definite direction, a phenomena
known as summing localization [1]. The direction of the
image can be varied continuously by varying the gains.

Below ≈1000 Hz, referred from here on as the low band,
the perception of image direction is mainly determined by
the Interaural Time Difference (ITD) cue. In this frequency
range, a central stereo image, produced by panning with
two loudspeakers, is unstable. If the listener faces straight
ahead the image is also straight ahead. As the listener turns
away from this direction the image moves in the direction
of the listener, as illustrated in Fig. 1 [2–4].

A typical scene contains multiple images in different
directions, so for any given head direction not all the images
can be perceived in the desired directions. This distortion is
greater when the angle between the loudspeakers, viewed
from the listener, is increased. If the listener is located at
the center of a stereo pair, the loudspeakers are then 180◦

apart. In this position an image panned to the center would
be completely unstable.

Dynamic localization cues are those produced by inte-
grating cues over a period in which the listener is moving
[1]. Dynamic cues help resolve ambiguities of instanta-
neous cues. In particular dynamic ITD cues can resolve
front-back ambiguities and even determine elevation [5–7].

The change in the perceived image direction when the
head is rotated is caused by the ITD cue not matching
that of a real source in the target direction. Compensated
Amplitude Panning (CAP), is an extension of conventional
panning methods in which the ITD cues are corrected by
modifying the gains to take account of the head orientation
of the listener [8]. For this system it is a challenging require-
ment to track the listener accurately in real-time with low
latency and, preferably, without requiring any wearable de-
vice. However, suitable tracking technology is progressing
very rapidly, driven by a wide range of applications.

Previously we were able to develop CAP for two-
loudspeaker reproduction (Stereo-CAP) [8] producing sta-
ble images in any direction in the low band. This improves
on conventional stereo by providing a more stable front
stage, while also adding all around imaging that can pro-
duce a fully immersive experience. Head position is tracked,
as well as the orientation, which allows image directions
to be modified so that images are produced in fixed loca-
tions. In this way audio augmented reality applications are
possible using loudspeakers.

Listener adaptive energy based panning, or Vector Base
Intensity Panning (VBIP) [9] can be combined with Stereo-
CAP to provide stable full bandwidth imaging in the front
stage between the loudspeakers [8]. In the central region
between the loudspeakers the low band localization usually
dominates to the extent that full bandwidth localization is
possible in all directions. Additional loudspeakers could
be added to support high frequency coverage. These can
be much smaller and lighter than the low band stereo pair.
Another possibility is to provide high frequency coverage
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Fig. 1. The black dot indicates the direction of the image when
two loudspeakers each have the same signal for different head
directions.

using cross-talk cancellation [10, 11]. High frequency CTC
can be achieved with closely spaced loudspeakers. Cross-
talk cancellation (CTC) systems have previously struggled
to provide stable low band imaging, including rear imaging.
Instead the low band can be provided by CAP and unlike
CTC does not require any head parameter information, such
as head size.

1 STEREO-CAP OVERVIEW

In this section a brief overview is presented of the main
results from the development Stereo-CAP [8, 12]. For a
low frequency spherical head model the condition that the
ITD and ILD cues match with the target plane wave can be
formulated as

r̂ R · (r̂ I − rV ) = 0 (1)

where r̂ I is the direction of the image, r̂ R is the inter-aural
axis, and rV is the Makita vector that represents a general
incident sound field at low frequencies [13], defined by

rV = −Z0V/P (2)

where V , P are the particle velocity and pressure at the
head center position, before the head is introduced. If the
incident field is produced by panning, then rV can be found
easily in terms of the panning gains, gi, assuming the wave
from each loudspeaker is approximately planar at the head
position,

rV =
∑

gi r̂ i∑
gi

(3)

where r̂ i are the direction vectors of the loudspeakers rel-
ative to the listener [8]. The gains at the loudspeakers are
compensated for the variable distance to the loudspeak-
ers. Since the wave amplitude falls by 1/r the compensated
loudspeaker gains are rigi. Also delays are introduced to the
loudspeaker feeds so that the signals at the listener are in
phase. These compensations depend on accurate knowledge
of the ambient speed of sound, as well as the distances.

Combining Eq. (1) and Eq. (3) for two channels, and nor-
malizing the total gain which determines the total pressure,
leads to expressions for Stereo-CAP gains,

g1 = r̂ R · (r̂ I − r̂2)

r̂ R · (r̂1 − r̂2)
, g2 = r̂ R · (r̂ I − r̂1)

r̂ R · (r̂2 − r̂1)
(4)

These panning laws were tested objectively by calculat-
ing the resulting cues for a range of configurations at differ-

ent frequencies using a KEMAR dummy head [8]. The per-
ceived directional error was then calculated and found to be
within just noticeable difference for a wide range of target
images and head orientations. Subjective tests were carried
out to evaluate the stability of images in all directions. Dy-
namic head tracking was used to allow natural unrestricted
listening. The tests showed that images between loudspeak-
ers were improved and further more steady images could
now be created in every direction.

An extension for near-field images is possible by match-
ing the low frequency ILD (Inter-aural Level Difference)
to that of a near source [12]. The meaning of near-field
here is the range in which listeners are sensitive to range
cues caused by level differences between the ears for low
band sources, which in turn is related to the head diame-
ter. This is typically within 1.5 m, and sensitivity increases
greatly for close range. This leads to a condition like Eq.
(1) depending on the real part of the Makita vector and an
additional condition depending on the imaginary part,

r̂R · (�(rV ) − r̂ I ) = 0, r̂R ·
(

�(rV ) + r̂ I

krI

)
= 0 (5)

where � , � denote the real and imaginary parts. For the
two-channel case there is a unique solution for the gains.
The real parts are

�(g1) = r̂ R · (r̂ I − r̂2)

r̂ R · (r̂1 − r̂2)
, �(g2) = r̂ R · (r̂ I − r̂1)

r̂ R · (r̂2 − r̂1)
(6)

The imaginary parts of the two gains are opposite one
another,

�(g1) = −�(g2) = − r̂ R · r̂ I

krI r̂ R · (r̂1 − r̂2)
(7)

The complex gains can be realized using a single 1st
order filter for each image.

It is helpful to visualize the 3-dimensional vectors, and
the solution, under the constraint Eq. (1). Fig. 2 shows a
plan view of these vectors for the case of real-valued gains
given by Eq. (4). This is called a Makita diagram here since
each point on this diagram corresponds to a value of rV ,
rather than a point in 3-dimensional space.

The dotted circle is a cross section through a sphere of
radius 1. If rV is on the circle or sphere then it corresponds
to a plane wave, such as that from a distant loudspeaker or
source. The dotted line represents a plane perpendicular to
the page containing all the values of rV of sound fields that
produce an image r̂ I . The image is not unique, since there
is a circle of consistent images, where the plane intersects
with the sphere, the cone of confusion. The dashed line
shows the values of rV that can be produced by panning
using the two loudspeakers. Where the plane and line cross
is the single value of rV that can produce the image using
stereo panning. The method is valid whatever the direction
of the image, even if it is behind or above.

The panning gains are positive for values of rV between
r̂1 and r̂2. Outside this region, one of the gains is negative,
and there is cancellation of the pressure at the listener. The
cancellation implies the sum of gain magnitudes

∑
|gi| is

greater than the sum of gains
∑

gi. Since the reproduction
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r̂R

r̂I

rV

r̂′I

r̂1 r̂2

Fig. 2. Makita diagram for Stereo CAP, in plan view, for a listener
facing towards left of center of the stereo array. The Makita vector
is to the right of center in order to keep the image central. Shown
are loudspeaker directions r̂1, r̂2 the inter-aural direction r̂ R , image
direction r̂ I , and Makita vector rV .

error due to each gain generally accumulate, this means
the total error increases as the sum of gain magnitudes∑

|gi|, and degree of cancellation increase, given
∑

gi. Re-
production error is due to inaccuracies in the head model,
the audio hardware, and the tracking of the listener and
loudspeakers.

If the listener faces towards the side, the plane and line
become close to parallel and the denominators vanish. The
gains become large and polarized and the error increases.
The common gain in the denominators can be limited, how-
ever the perceived image level will be reduced.

Introducing another loudspeaker between the existing
pair would introduce more freedom for controlling rV , and
the singular case can be avoided. Solutions for more than
two loudspeakers are developed in the remainder of this
article.

2 SOLUTIONS WITH MORE THAN TWO
LOUDSPEAKERS

A Makita diagram with three loudspeakers is illustrated
in Fig. 3. Provided the loudspeakers’ direction vectors are
distinct, then the producible values of rV cover a plane
containing r̂1, r̂2, r̂3. The corresponding gains are positive
for rV in the triangular region inside these points, the convex
hull of the points, and at least one gain is negative for each
point outside. Two image examples are shown, each with a
head superimposed to show the head orientation in order to
simplify the picture in Fig. 2. The image direction and head
orientation determine the possible rV values, which lie on
the planes indicated by the dotted lines.

If the dotted and dashed planes intersect then there are
possible solutions along the line of intersection. There are
no solutions only when the planes are parallel and sepa-
rated, which only happens when the inter-aural axis is per-
pendicular to the loudspeaker plane, i.e., when one ear is

r̂I

-ve gain

r̂1 r̂2

r̂3

+ve gains

-ve gain

-ve gain

r̂I

Fig. 3. Makita diagram for CAP with three loudspeakers, in plan
view. Shown are loudspeaker directions r̂1, r̂2, r̂3, and two images
r̂I , each with associated head orientations.

pointing directly up. Different strategies can be considered
for selecting from the possible solutions:

Localized energy: It is natural to try and localize loud-
speaker energy in the directions where images are. In high
frequency panning this reduces image spread and makes
images more compatible for multiple listeners in differ-
ent locations. In the low band, image spread is perceived
much less, provided the cues are consistent, because the
cues only contain directional information. The image on
the left side in Fig. 3 has a localized solution where the
dotted line crosses the dashed line between r̂1 and r̂3. The
gain is zero for the other loudspeaker g2 = 0. This is similar
to a pairwise panning arrangement. However, for the image
on the right side there are no positive solutions. Solutions
are possible with negative gain and either g2 = 0 or g3 =
0, but they are not localized to the target image. To move
continuously between these solutions when the head rotates
requires non-zero gain from all loudspeakers.

Least radiated energy: The energy radiated,
∑

r2
i g2

i ,
drives room reverberance. Some natural reverberance is
usually desirable because it can add authenticity that is
difficult to achieve with pure synthetic reverberance. Also
the precedence mechanism [1] causes localization to be
focused on the direct signal, especially for the low band,
making this method more robust than reproduction methods
that rely more on the high band.

However, excessive reverberation can interfere with lo-
calization of the direct signal. Reducing the radiated en-
ergy then improves localization and reduces the maximum
power required from the loudspeakers. A minimum energy
solution will generally be spread over all the available loud-
speakers. However, as explained before, spreading is not a
concern in the low band.

Least direct energy: CAP may produce gains with op-
posite sign and cancellation of pressures at the listener. As
with the case of Stereo-CAP, cancellation implies the sum
of gain magnitudes

∑
|gi| is greater than

∑
gi, and the total

reproduction error is increased. The energy sum
∑

g2
i pro-

vides a measure of total error that captures the incoherent
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addition of errors and is convenient to optimize. Minimiz-
ing this quantity will minimize the reproduction error due to
the direct signal. The solutions for least radiated energy and
least cancellation error could be combined to give partial
weight to each strategy. These solutions are the same when
the distances ri are equal. Note that rV � 1 implies cancel-
lation and

∑
g2

i � 1, however
∑

g2
i � 1 is also possible

for rV = 1, for example in the case of Ambisonics.
Ambisonic: If the image direction r̂ I is restricted to the

plane defined by the loudspeaker directions, then there is
a solution rV = r̂ I that is independent of head orientation.
This is equivalent to Ambisonic panning based on mode
matching of the sound field to first order [3, 14]. The low
frequency cues depend only on the first order approxima-
tion. It is unusual to consider mode matching, including rear
images, with no loudspeakers behind the listener. Mathe-
matically this is possible, but it is not immediately clear
how well conditioned it is and how much cancellation is
needed.

2.1 Least Energy Solution
From the above discussion, the most useful solutions for

general images are for the least radiated energy and the least
direct energy. These solutions can be found analytically.
This is shown first for the least radiated energy case. The
least direct energy solution is then a special case of this.
The solution for far images using real-valued gains is then
extended for near-field imaging using complex gains.

Substituting Eq. (3) in Eq. (1) and multiplying by
∑

gi

gives the constraint∑
gi (r̂ R · r̂ i ) = r̂ R · r̂ I (8)

or,∑
giαi = φ, αi = r̂ R · r̂ i ,φ = r̂ R · r̂ I (9)

where αi and φ are defined for convenience. The summation
range for the index i is omitted here and in the following. A
second condition is needed to fix the level of the perceived
image to a non-zero value, without which the gains would
be minimized to zero. This is achieved by specifying the the
incident pressure at the listener, which ensures the binaural
signals will match those of a planewave with the same
incident pressure. For a normalized level∑

gi = 1 (10)

The least energy problem can be stated by minimizing
the total energy radiated by the loudspeakers,

argmin{gi }
∑

(ri gi )
2 (11)

subject to the previous constraints Eq. (9) and Eq. (10). This
function and the conditions are smooth, so a closed solution
is sought using Lagrange multipliers. The Lagrangian is

L =
∑

(ri gi )
2 − λ1

(∑
giαi − φ

)
− λ2

(∑
gi − 1

)
(12)

with multipliers λ1, λ2. Setting partial derivatives by the
unknown parameters to zero, ∂L/∂gi = 0, ∂L/∂λ1 = 0,

∂L/∂λ2 = 0, produces n + 2 constraints, including the orig-
inal 2 constraints, where n is the number of loudspeakers.

2r2
i gi − λ1αi − λ2 = 0, i = 1..n (13)

∑
giαi = φ (14)

∑
gi = 1 (15)

From Eq. (13) the gains can be written

gi = λ1αi + λ2

2r2
i

(16)

Substituting the gains into Eq. (14),

∑ λ1αi + λ2

2r2
i

αi = φ

λ1

∑ α2
i

r2
i

+ λ2

∑ αi

r2
i

= 2φ

λ1γ + λ2β = 2φ

(17)

where β = ∑
αi

r2
i

and γ = ∑ α2
i

r2
i

are defined for conve-

nience. Substituting the gains into Eq. (15),

∑ λ1αi + λ2

r2
i

= 2

λ1β + ηλ2 = 2
(18)

where η = ∑ 1
r2

i
. Eqs. (17) and (18) can be solved for λ1

and λ2,

λ1 = 2(ηφ − β)

γη − β2
(19)

λ2 = 2(γ − βφ)

γη − β2
(20)

The resulting optimal gains are found by substituting into
Eq. (16),

gi = (ηφ − β)αi + γ − βφ

r2
i (γη − β2)

(21)

These gains are inexpensive to evaluate, which allows
them to be updated frequently when the listener or image
moves. The expense is not more than for VBAP, which re-
quires a matrix inversion for each loudspeaker triplet when-
ever the listener moves.

The compensated loudspeaker gains are rigi. A global
gain factor can be added to set the reproduction level. The
least direct energy solution can be found by setting all the
loudspeaker distances ri = 1. The least energy solution
using two loudspeakers has to be identical to Stereo-CAP
because there can be only one solution. This can also be
checked algebraically by simplifying Eq. (21) for the case
n = 2.

The extension for near-field imaging is made by sub-
stituting Eq. (3) in the constraints Eq. (5). The first con-
straint leads to the real part of the solution already given by
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Fig. 4. Gains for Stereo-CAP and 3-way CAP for an image at
180◦ azimuth and a range of head directions. The left and right
loudspeakers are separated by 180◦.

Eq. (21). Substituting in the second constraint gives a con-
staint for the imaginary part of the gains,

∑
�(gi )αi = − φ

krI
(22)

The pressure contraint Eq. (10) implies a second con-
straint∑

�(gi ) = 0 (23)

The radiated energy due to the imaginary parts can be
minimized in a similar way to the real parts. The resulting
gains are

�(gi ) = φ(β − ηαi )

krI r2
i (γη − β2)

(24)

Since the real and imaginary energies can be minimized
independently, the minimum total energy is the sum of the
minimums for the the two parts separately, so the optimum
complex gains are formed by combining the optimum real
and imaginary parts.

The complex gains can be implemented with high accu-
racy in real-time using a single 1st order filter for each image
using the same method described for near-field Stereo-CAP
[12].

The plots shown in Fig. 4 compare the gains produced by
the Stereo-CAP system with the least energy 3-way CAP
system for different head directions. The Stereo loudspeak-
ers are positioned directly to the left and right and the image
is directly behind. This configuration requires lower gains
than for loudspeakers that are less separated in front. The
3-way system has loudspeakers in these positions and an
extra one directly in front, the same as Fig. 3. When the lis-
tener turns to the side the Stereo-CAP gains become large,
whereas the 3-way CAP gains have magnitudes similar to
the total gain

∑
gi = 1. Fig. 5 plots the total energy of the

incident waves at the listener, which is also proportional to
the total radiated energy for equidistant loudspeakers. Sim-
ilar results are obtained for other image directions. From
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Fig. 5. Total energies for Stereo-CAP and 3-way CAP for an
image at 180◦ azimuth, and a range of head directions. The left
and right loudspeakers are separated by 180◦.
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Fig. 6. Gains for 3-way CAP for a forward head direction and a
range of horizontal target image directions. The loudspeakers are
separated by 90◦.

the objective results obtained for the Stereo-CAP, the gains
are low enough in the 3-way case so that the resulting image
direction errors due to the direct signals are within just no-
ticeable differences, and potential reverberant energy from
the indirect radiation is acceptable. Since the subjective re-
sults for Stereo-CAP show that accurate ITD predicts high
image stability, this implies that the 3-way CAP system
will perform subjectively as well in all configurations as
best performance using Stereo-CAP.

Fig. 6 shows the 3-way CAP gains as a function of im-
age direction for a fixed forward head direction. The loud-
speakers are separated by 90◦ for comparison with some
3-way static panning functions published previously [15,
16]. The panning function for the new dynamic method
looks quite different to the static panning functions, which
is because the panning function changes as the head

J. Audio Eng. Soc., Vol. 67, No. 7/8, 2019 July/August 553



MENZIES AND FAZI PAPERS

orientation changes: The static panning functions are a
compromise designed to function for a range of head direc-
tions, and images are restricted only to the range between
the loudspeakers. In the case of Gerzon’s 3-way panner [15]
the design is explicitly optimized for low and high bands
simultaneously, whereas for the dynamic panner band sep-
aration is unavoidable to produce full surround images.

A comparison can also be made with VBAP panning.
Consider first panning for any triplet of loudspeakers. The
VBAP solution corresponds to the intersection of rI with
the plane defined by r1, r2, r3. For MCAP the possible
solutions before energy minimization are the intersection
of this loudspeaker plane with the plane through rI and
normal to the aural axis rL. When the listener is looking at
the image the MCAP solution set depends on the rotation
of the head about the image direction. The only solution
common to all sets is the VBAP solution. This is useful
theoretical background, however in practice CAP does not
require triplets to produce full surround. Horizontal arrays,
even stereo, are sufficient.

Spreading three loudspeakers evenly on the horizontal,
with 120 degrees separation, allows a reduction of the max-
imum absolute gains shown in Fig. 4, while retaining the
capability for producing images that are outside the hori-
zontal. Adding more loudspeakers further reduces the max-
imum gain.

Adding a fourth loudspeaker that is not coplanar with
the others, for example above the front loudspeaker in the
example shown in Fig. 3, increases the space of rV that
can be produced by panning, from a plane to the whole
3-dimensional Makita space. The panning gains are all pos-
itive for points inside the convex hull described by the four
loudspeaker direction vectors, and at least one gain is neg-
ative for each point outside this region. The intersection
of the whole space with the plane described by the ITD
constraint is always non empty, so there are no singular
configurations.

The multichannel solution can be used with any number
of loudspeakers. While an advantage of the CAP system is
that it requires only a few loudspeakers, loudspeakers can
be added to progressively reduce the radiated energy rela-
tive to the direct energy: This is because sound is coherently
focused on the listener, whereas the radiated sound com-
bines incoherently. The least energy solution is optimal—it
gives the lowest radiated energy relative to the direct energy
for any given loudspeaker configuration.

2.2 Performance
The multichannel solution satisifies the ITD criteria for

all parameter variations in the low frequency limit. In prac-
tice the low band extends above the low limit, and real heads
are not solid spheres. For Stereo-CAP, previous objective
and subjective tests with realistic / real heads show that
the ITD errors are perceptually small over a wide range
of parameters. For the multichannel case the field never
becomes large for any choice of parameters, so the ITD
errors towards the high end of the low band remain small.
Indeed for some cases as shown earlier the multichannel

case has much lower overall energy, and this will result in
less error in direct ITD as well as less reverberant inter-
ference in the presence of a room. So we can confidently
infer that adding more loudspeakers to a given configura-
tion of Stereo-CAP cannot make the reproduction worse,
and in some cases greatly improves it, which was one of
the original aims. This has been confirmed with informal
listening.

2.3 Multiple Listeners
For multiple listeners the direct least energy solution can

provide some isolation between listeners due to the focusing
effect. Beam-forming arrays could be used to provide better
isolation, replacing each loudspeaker in the direct method
with an array that produces a beam for each listener. Each
beam must be steered dynamically to follow the respective
listener. More sophistocated beam-forming is required to
isolate listeners that are close.

2.4 Ambisonic Comparison
In the mode-matched Ambisonic approach, an image is

formed by reproducing a sound field at the listener that
matches the sound field of the associated source, to a given
accuracy. To produce an accurate low frequency ITD cue
it is enough to reproduce pressure and velocity, which
are components of a 1st order Ambisonic encoding. The
first order Ambisonic decoding problem can be written in
terms of the variables used in this article by combining
Eq. (3) and Eq. (10) into a single matrix equation, so that
the pressure and velocity components are simultaneously
matched,

(
1 1 1..

r̂1 r̂2 r̂3..

)
⎛
⎜⎜⎜⎜⎝

g1

g2

g3

.

.

⎞
⎟⎟⎟⎟⎠ =

(
1

rV

)
(25)

Or abreviated,

Rg = s (26)

The least energy solution, where it exists, is given using
the pseudoinverse, R+,

g = R+s (27)

R+ is the Ambisonic decoding matrix. For the example
shown in Fig. 4, with three loudspeakers and an image
behind,

s =

⎛
⎜⎜⎝

1
−1
0
0

⎞
⎟⎟⎠, R =

⎛
⎜⎜⎝

1 1 1
0 0 1
1 −1 0
0 0 0

⎞
⎟⎟⎠ (28)

R+ =
⎛
⎝1/2 −1/2 1/2 0

1/2 −1/2 −1/2 0
0 1 0 0

⎞
⎠, g =

⎛
⎝ 1

1
−1

⎞
⎠ (29)

The vector component order is (x, y, z) or (front, left,
up), and the loudspeaker order is (left, right, front).

554 J. Audio Eng. Soc., Vol. 67, No. 7/8, 2019 July/August



PAPERS MULTICHANNEL COMPENSATED AMPLITUDE PANNING

The ratio of radiated energy to direct energy is 9. De-
pending on the room properties this level may already
compromise direct localization. Using CAP the gains in
this configuration with listener facing forward are

g =
⎛
⎝0.33

0.33
0.33

⎞
⎠ (30)

giving a radiated to direct energy ratio of 1/3. The same
ratio for Ambisonics is 3, which in a typically reverber-
ant listening space already degrades the localization. If the
loudspeaker angular separation is reduced then this differ-
ence rapidly becomes much greater as Ambisonics requires
more cancellation: For example if the left and right loud-
speakers are positioned at −30◦, +30◦ then the Ambisonic
gains required are

g =
⎛
⎝ 7.46

7.46
−13.93

⎞
⎠ (31)

while the CAP gains are unchanged, so that the Ambisonic
radiation to direct energy ratio is 916 times greater than
that for CAP. As the listener turns their head to the side the
CAP gains become equal to the Ambisonic gains, so if this
configuration is required it is preferable to have the side
loudspeakers as wide as possible.

Adding a fourth loudspeaker that is not coplanar with
the others, for example above the center loudspeaker in the
example shown in Fig. 3, allows gains to be produced for
any image direction using the Ambisonic method. Compar-
atively high gains are required for loudspeakers positioned
similarly to the three loudspeaker case.

3 CONCLUSION

Using two loudspeakers and with full six-degrees-of-
freedom head tracking, position and orientation, it was
previously shown possible to create low band images in
any direction, although excessive gain is required for some
listener orientations. Here it was shown that with three
loudspeakers all images directions can be reproduced with
moderate gain except for a small range of orientations that
are practically unimportant. Adding more loudspeakers to
any stereo configuration does not worsen performance. For
comparison, an Ambisonic approach with position tracking
and three frontal loudspeakers can, in principle, reproduce
horizontal surround images, and four loudspeakers can re-
produce full 3D. This does not require orientation tracking.
However as loudspeaker separation is reduced Ambisonics
suffers from rapidly increasing gains and cancellation for
forward head directions and rear images, whereas in this
case CAP gains are lower and remain low as separation is
reduced. The overall CAP energy can be reduced further by
increasing the number of loudspeakers.

The current real-time implementation of the multichan-
nel CAP system is based on an extensive and flexible C++
/ Python framework for spatial sound rendering, called the
Versatile Interactive Software Rendering framework (VISR)
[17]. It is planned to make this publicly available in due

course. The HTC Vive tracking system is used in experi-
ments to locate the loudspeakers and track the listener with
a precision within 1 cm, and .1 degree, over a 5 x 5 x 2 m
region, for moderate cost.
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