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ABSTRACT

Transient detection is an important algorithm in perceptual audio codecs that enables adaptation in filterbank
resolution to effectively mitigate artifacts in encoded audio signals. We present a curated selection of transient
detection methods tailored for audio coding purposes, namely high frequency energy (HFE), block perceptual
entropy (BPE), time-frequency spectral flatness measure (TFSFM), and sub-block peak energy (SPE). The methods
are then evaluated in a MUSHRA listening test using selected critical materials from the EBU-SQAM dataset.
This paper provides insights into perceptual audio coding and paves the way for further optimization in transient
detection.

1 Introduction

Perceptual audio coding is a crucial technology that
has transformed the way audio content is stored, trans-
mitted, and consumed. Widely adopted audio cod-
ing standards such as MPEG Advanced Audio Coding
(AAC) [1] and MPEG Layer III (MP3) [2] efficiently
compress audio signals while maintaining high quality
sound. By exploiting the limitations of human hearing,
these perceptual audio codecs allocate data in a way
that minimizes perceptible quantization noise.

Despite their effectiveness in achieving high compres-
sion ratios, perceptual audio codecs can suffer from
coding artifacts due to inherent limitations and trade-
offs in the internal signal representation. For instance,
unwanted artifacts could be introduced when sudden
signal variation exceeds the fixed time resolution of the
signal representation. One common artifact is pre-echo

distortion, which occurs when a faint replica of a sound
is heard just before the sound itself [3]. Pre-echo is
caused by the spread of quantization noise in time prior
to the onset of the attack.

To mitigate such effects, audio codecs need to have
adaptive filterbank resolution. A commonly used
method is block switching, which enables perceptual
audio codecs to adaptively change the block length of
the time to frequency mapping stage based on the char-
acteristics of the input audio signal [4]. For transient-
like segments in a signal, shorter blocks are employed
to enhance time resolution and thus reduce the spread
of quantization noise in the time domain. Conversely,
for harmonic and steady state signals, longer blocks are
employed to achieve higher frequency resolution, im-
proving the representation of closely spaced frequency
components.
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Therefore, a robust and accurate transient detection
method is crucial to the quality of audio codecs. How-
ever, related research in musical onset detection [5, 6]
aim to detect the start of musical notes, which include
a wide variety of non-transient onsets in audio signals.
There is still a lack of published research that explains
available transient detection methods for audio coding
purposes.

Thus, in this paper, we present a selection of transient
detection methods that aim to detect time-domain tran-
sients in the most critical situation for audio coding.
The different transient detection methods are presented
with theoretical explanations and listening test evalua-
tions.

2 Baseline Codec

We implemented a baseline perceptual audio codec
with the guidance of [4]. Figure 1 shows the structure
of the codec. The finite-length blocks of the input signal
are mapped to the frequency domain via the critically
sampled modified discrete cosine transform (MDCT)
[7]. The output of the MDCT is then quantized at a
reduced data rate while keeping the quantization noise
below the masked threshold, which is computed on
a block-by-block basis in the Psychoacoustics Model
stage. This method allows for efficient audio compres-
sion without sacrificing perceived audio quality.

Representing audio signals in the frequency domain
with a fixed resolution, i.e., constant block size trans-
form, may cause undesired artifacts. Typically, audio
codecs operate at high frequency resolution (long block
transform). However, when a transient occurs, in order
to avoid the pre-echo artifacts, high temporal resolution
(short block transform) is necessary.

Our baseline codec implements a method called block
switching based on [8] to mitigate these artifacts. When
a transient is detected, the time resolution of the trans-
form is increased by adopting a short block transform.
In this fashion, the spreading of the quantization noise
in the time domain is significantly reduced and the
pre-echo distortion is virtually eliminated. As shown
in Figure 2, the coded signal using an adaptive block
transform (Figure 2C) does not show significant energy
spreading before the transient occurs.

In order to successfully implement the dynamic behav-
ior of the time-frequency transform, it is essential to
accurately detect the occurrences of transients in the

input signal. Therefore, we present four methods to
detect transients in an audio codec in Section 3.

Fig. 1: Structure of the baseline codec.

3 Transient Detection Methods

We anaylze the following four transient detection meth-
ods:

1. High Frequency Energy (HFE)

2. Block Perceptual Entropy (BPE)

3. Time Frequency Spectral Flatness Measure
(TFSFM)

4. Sub-block Peak Energy (SPE)

3.1 High Frequency Energy (HFE)

Typically, sudden variations in high frequency energy
(HFE) are associated with transients. The HFE method
is defined by Equation 1, where K is the high frequency
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Fig. 2: A. Original castanets signal. B. Castanets
coded at 96 kbps with block size N = 1024.
C. Castanets coded at 96 kbps with adaptive
block size.

cutoff index, N is the block size, and 8
N2 is the normal-

ization factor based on the use of the Kaiser-Bessel
derived (KBD) window [9].

In our implementation, the cutoff frequency is set at
8kHz. HFE is computed as the high frequency sound
pressure level (SPL) as follows:

HFE = SPL(
N/2−1

∑
K

8
N2 |blockFFT|2)

K = N× cutoff frequency
sampling rate

blockFFT = FFT(KBD(block))

(1)

The motivation behind the HFE is that transients typ-
ically exhibit high energy in high frequency ranges.
To illustrate this, we can examine the signals from the
EBU-SQAM dataset (SQAM) [10]. As shown in Fig-
ure 3, the castanets signal, characterized by a multitude
of pure transients, has high energy in frequencies above
8kHz when the transients occur. In contrast, the violin
signal Figure 4, characterized by smooth tonal sounds,
has significantly reduced energy in the higher frequency
bands.

Fig. 3: Spectrogram of the castanets signal.

Fig. 4: Spectrogram of the violin signal.

Therefore, by calculating the HFE difference between
the current block and the previous block, transient oc-
currences in an audio signal can be detected fairly ac-
curately.

3.2 Block Perceptual Entropy (BPE)

Block perceptual entropy (BPE) stems from the idea of
perceptual entropy (PE), which measures the amount
of perceptually relevant information in an audio signal
[11]. PE is used to detect transients in MPEG Psychoa-
coustic Model 2 [2].

BPE represents the minimum number of bits per block
required to achieve transparency in an encoded signal,
given the masking curve of the block. A simplified BPE
calculation is introduced in [4], as defined in Equation
2, where c is the critical band index, B is the number
of critical bands in the block, Nc is the number of
frequency components in critical band c, and SMRc is
the maximum signal to mask ratio (SMR) at band c.

BPE =
1 bit

6.02 dB

B−1

∑
c=0

Nc×SMRc, SMRc > 0 (2)

As shown in Equation 2, BPE is dependent on the signal
to mask ratio (SMR), which represents the difference
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between the SPL of the signal and the the energy of the
masked threshold measured in dB. The masked thresh-
old is computed in the Psychoacoustics Model stage as
a combination of the hearing threshold and the mask-
ing thresholds pertaining to various signal components.
The quantization noise positioned in the spectral region
below the masked threshold is considered inaudible
[4]. In a perceptual audio codec, signals with a larger
SMR values require a higher number of bits allocated
to ensure that the quantization noise falls below the
masked threshold. Because transient signals typically
have a flat frequency spectrum that require more bits to
represent, an increase in BPE values indicates transient
occurrences.

3.3 Time Frequency Spectral Flatness Measure
(TFSFM)

The spectral flatness measure (SFM) was introduced
as a measure of whiteness of a speech signal [12]. For
discrete-time audio signals, SFM is defined in [13] as

SFM =
(∏K−1

k=0 |X(k)|2)1/K

1
K ∑

K−1
k=0 |X(k)|2

(3)

where |X(k)|2 is the power spectral density (PSD) of
the signal and K is the number of frequency bins in a
block. In the SFM implementation, K = N/2.

SFM represents the ratio between the geometric mean
and arithmetic mean of the signal PSD. Notice that
SFM varies between 0 and 1, where SFM = 1 implies
a signal with a perfectly flat spectrum. SFM can be
used to distinguish between steady state conditions and
transients [14]. However, a randomly distributed signal
could have similar SFM to a transient signal. Thus, to
improve the robustness and accuracy of the transient
detection task, we propose to consider the temporal
flatness measure (TFM) in addition to SFM.

When a transient is present, the signal fluctuates in the
time domain but remains flat in the frequency domain.
Inspired by [15], we define TFM as

TFM =
(∏N−1

n=0 x(n)2)1/N

1
N ∑

N−1
n=0 x(n)2

(4)

where x(n) represents the discrete-time input signal.
Because transients exhibit spectral energy evenly dis-
tributed throughout the spectrum (as shown in Figure

3), given a transient, SFM would approach 1 while
TFM would approach 0. Thus, we can calculate the
ratio between SFM and TFM, namely time-frequency
spectral flatness measure (TFSFM), as

TFSFM =
SFM
TFM

(5)

The TFM for a randomly distributed signal would be
higher than that for a transient signal, leading to a re-
duced TFSFM value. Similar to HFE, the TFSFM
difference between blocks serves as a detection func-
tion, and a sudden increase indicates the presence of a
transient.

3.4 Sub-block Peak Energy (SPE)

Sub-block peak energy (SPE) is inspired by the AC-3
codec [16]. Transients are identified by finding sudden
increases in amplitude between sub-blocks in a signal.
If N is the block size, SPE treats the left N/2 samples
as previous data and the right N/2 samples as current
data and detects transients in the right half of the block.

Similar to HFE, the signal is first high pass filtered at
8kHz as transients generally occur at high frequencies.
Each block is then divided into sub-blocks of size N/2,
N/4, and N/8 respectively. The peaks in each sub-
block are calculated in Equation 6, where x(n) is the
nth sample in the block, j = 1, 2, 3 is the layer number,
and k is the segment number within layer j.

P[ j][k] = abs(max(x(n)))

for k = 1, ...,2 j−1

n = (N× (k−1)/2 j),(N× (k−1)/2 j)+1, ...,

(N× k/2 j)−1

(6)

The peak amplitudes are first checked to be above a
zero threshold to avoid catching amplitude changes in
very soft signals. The zero threshold is set to 1500
when samples are represented as int16. Then, the peak
amplitude of each sub-block is compared to that of the
previous sub-block, as shown in Equation 7. If the peak
amplitude is greater than the zero threshold and the
amplitude increase in each layer is greater than each
layer’s threshold, a transient is flagged. The thresholds
ensure that only sudden increases in amplitude are ac-
counted for, preventing false detections. The threshold
for each layer can be found in Table 1.
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Layer Sub Block Size Threshold
1 512 (N/2) 0.4
2 256 (N/4) 0.4
3 128 (N/8) 0.07

Table 1: SPE thresholds

Method Threshold
HFE 10
BPE 300

TFSFM 0.6

Table 2: Pre-tuned thresholds for transient detection
methods

P[ j][k]×T [ j]> P[ j][k−1]
where T [ j] is the pre-tuned threshold for level j

(7)

4 Results

4.1 Detection Result Analysis

To evaluate the transient detection methods proposed
in Section 3, we present a detailed comparison of each
method’s transient detection performance.

For each block of input data, our methods yield a raw
output value. For BPE, HFE and TFSFM, we com-
pute the detection function according to the raw output
difference between the current block and the previous
block. Then, transients are identified by applying a
pre-tuned threshold to the detection function, as sum-
marized in Table 2. In other words, if the raw output
of the current block is larger than that of the previous
block by the pre-tuned threshold, we determine that
a transient is present in the current block. For SPE, a
block is flagged as a transient if any of its sub-layers
detects a transient. Thus, its raw detection function
outputs a boolean value that combines the detection
results of all layers.

Figure 5 shows each method’s detection function output
and its pre-tuned threshold for the castanets signal. The
peak locations in the detection functions correspond to
the transient locations in the original waveform. Figure
6 also shows that for a steady tonal signal, the pre-tuned
threshold is not prone to false positives.

Fig. 5: Detection function output for the castanets sig-
nal. The dashed line is the pre-tuned threshold.

Figure 7, 8, and 9 show a side-by-side comparison
of the detection methods. Each input signal is pro-
cessed with a block size of 1024 and 50% overlap.
The castanets signal from SQAM [10] presents distinct
transients. In Figure 7, it is observed that nearly all
detection methods accurately identify each attack, with
the exception of BPE missing a few. In contrast, for
the violin signal from SQAM [10] depicted in Figure
8, it is expected that no transients would be detected
because the signal consists of smooth note transitions.
However, sparse false detections are observed in the
outputs of HFE and BPE.

When the detection methods are used on more com-
plex signals like the rock song presented in Figure 9,
variations among the detection methods become more
evident. In particular, while HFE detects transients for
each hi-hat sound (which contains high energy in high
frequency ranges), BPE tends to detect transients that
align with the loud attacks of snare sounds.

4.2 Listening Test Evaluation

We conducted a MUltiple Stimuli with Hidden Refer-
ence and Anchor (MUSHRA) [17] listening test with
15 participants using the webMUSHRA platform [18].
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Fig. 6: Detection function output for the violin signal.
The dashed line is the pre-tuned threshold.

The listening test included critical materials from EBU-
SQAM [10] (castanets, violin, glockenspiel, harpsi-
chord, and German speech) as well as samples of ap-
plause and a rock song. These signals were chosen as
they include percussive, tonal, and mixed sounds. Fol-
lowing the MUSHRA specifications, for each critical
material, subjects were presented with the reference,
two low-pass anchors with cutoff frequency at 7kHz
and 3.5 kHz, and excerpts coded at 96 kbps utilizing the
four detection methods presented (BPE, HFE, TFSFM,
SPE). Each test also included excerpts coded at 96kbps
using a bypass version of the codec, where the tran-
sient detection stage is bypassed and only the highest
filterbank resolution is used. In our codec implemen-
tation, the long and short blocks are of size 1024 and
256 samples respectively. At a sampling frequency of
44.1 kHz, the highest frequency resolution is 43.06 Hz,
and the highest time resolution is 5.8 ms.

Subjects underwent training before the listening test,
which included getting familiar with the test setup and
transient coding artifacts. Post-screening was applied
following the ITU-R BS.1534 recommendation. Based
on these criteria, data from 2 subjects were excluded.
The results were analyzed with a 95% confidence inter-
val.

Fig. 7: Detection results for the castanets signal.

Fig. 8: Detection results for the violin signal.

The listening test results for the castanets, violin, and
rock song signals are summarized in Figure 10, 11,
and 12. Figure 10 demonstrates that for percussive
sounds that have many transients, using HFE, SPE,
and TFSFM for block switching yield better perceptual
audio quality than bypassing block switching. At the
same time, Figure 11 shows that these methods have no
negative impact on the perceptual quality of tonal sig-
nals. The results for mixed signals, like the rock song
in Figure 12, are not as clear and show no statistically
significant improvement or degradation in perceived
audio quality.

5 Conclusion

This paper presents a comprehensive overview of a se-
lection of transient detection methods for audio coding,
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Fig. 9: Detection results for a standard rock song.

Fig. 10: Listening test results for the castanets signal.

including high frequency energy, block perceptual en-
tropy, time frequency spectral flatness measure, and
sub-block peak energy.

A MUSHRA [17] listening test was conducted to eval-
uate differences in human perception of the transient
detection methods. Results show that listeners prefer
at least 3 of the methods (HFE, SPE, TFSFM) over
coding with high frequency resolution for transient-like
signals. Furthermore, the methods come with no sig-
nificant degradation in the perceived quality of coded
tonal and mixed signals.

In the future, we would like to explore the applica-
tion of convolutional neural networks (CNN) and other
machine learning-based approaches for the purpose of
transient detection in perceptual audio coding.

Fig. 11: Listening test results for the violin signal.

Fig. 12: Listening test results for a standard rock song.
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