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ABSTRACT 

This study examines listeners’ natural ability to identify an anonymous speaker’s emotions from speech 
samples with broad ranges of emotional intensity. This study aims to compare emotional ratings between 
posed and spontaneous speech samples and analyzes how basic acoustic parameters are utilized. The 
spontaneous samples were extracted from the Korean Spontaneous Speech corpus consisting of casual 
conversations. The posed samples with emotions (happiness, neutrality, anger, sadness) were obtained from 
the Emotion Classification dataset. Non-native listeners were asked to evaluate seven opposite pairs of 
affective attributes perceived from the speech samples. Listeners perceived fewer spontaneous samples as 
having negative valences. The posed samples had higher mean rating scores than those of the spontaneous 
speeches, only in negative valences. Listeners reacted more sensitively to the posed than spontaneous speeches 
in negative valence and had difficulty detecting happiness from the posed samples. The spontaneous samples 
perceived as positive had higher variance in pitch and higher maximum pitch than those perceived as negative. 
Contrastingly, the posed samples perceived as negative valences were positively correlated with higher values 
of the pitch parameters. These results can be utilized to assign specific vocal affects to artificial intelligence 
voice agents or virtual humans, rendering more human-like voices.

1 Introduction 
This study aims to understand how listeners can 
perceive and infer speakers’ feelings and attitudes 
from their tone of voice—so-called vocal affect—in 
everyday life. The focus of our study is on the 
listener’s natural ability to identify a speaker’s 
emotion from voice alone. In daily life, humans 
effortlessly use their natural skills to detect and 
recognize a speaker’s emotions from the tone of voice, 
which includes acoustic information [1,2]. If the 
emotion conveyed by the voice is incongruent with 
that conveyed semantically, listeners may infer a 
speaker’s attitude mainly by variation in tone [3,4]. 

We often experience that the vocal affect is quite 
powerful in interpersonal interaction and 
communication [5]. 

Many studies on vocal affects have revealed the 
relationship between vocal acoustic parameters and 
emotion. They mostly utilize synthetic speech 
samples [6–9] and vocal bursts and speech recordings 
by actors and professionals with posed emotions [10–
17]. However, there is a lack of studies on vocal affect 
with spontaneous speech samples that can reflect 
casual conversations. One of the issues in evaluating 
vocal affect is controlling the effect of semantics on 
emotional rating while maintaining prosodic features 

http://www.aes.org/e-lib)


Oh & Suhr Perception of Vocal Affects 

 

AES 155th Convention, New York, USA  
October 25-27, 2023 

Page 2 of 9 

and vocal information. A way to minimize the effect 
of semantics is to use pseudo-random words [18] and 
low-pass filtering [19] which would have distorted 
the acoustic parameters in the analyses. Alternatively, 
one could use speech in a foreign language. Previous 
studies have shown that listeners can recognize the 
emotional states of communicators based on vocal 
expressions even in foreign languages, although non-
native listeners might not fully utilize vocal 
expressions of emotion available in foreign languages 
[20–23]. 
 
In our previous study, we explored vocal affects with 
spontaneous speech samples perceived by non-native 
listeners [24]. The results suggest that even from 2 s 
speech samples, non-native listeners were able to 
incorporate some acoustical cues to perceive an 
anonymous speaker’s gender and affective attributes. 
In the current study, we aim to evaluate non-native 
listeners’ ability to perceive emotional attributes from 
speech samples with a wider range of emotional 
intensity and emotions rarely encountered in casual 
conversations. Thus, the goal of this study is to 
compare emotional ratings between spontaneous 
speech samples and posed samples performed by 
professionals. We further analyze how basic acoustic 
parameters are utilized when listeners perceive vocal 
affects from the two types of speech samples. 
 

2 Methods 
2.1 Stimuli 
A total of 317 Korean speech samples, including 180 
spontaneous and 137 posed samples, were used in this 
study. The spontaneous speech samples were selected 
from the Korean Spontaneous Speech corpus [25], 
which comprises 969 h of open-domain dialogue 
recorded by 2,000 speakers, that is, casual 
conversations of 1,000 pairs of native Korean 
speakers in a quiet environment. The posed speech 
samples were selected from the Emotion 
Classification dataset provided by AI Hub [26], 
which comprises 10,351 videos of 100 Korean actors 
acting out seven emotions. The acted emotions were 
happiness, surprise, neutrality, fear, disgust, anger, 
and sadness. For each emotion, there were 50 
different emotion-specific script sentences. The 
posed samples for four emotion categories (happiness, 
neutrality, anger, and sadness) were chosen 
corresponding to the affective attributes that were 
rated in our experiments. 
 
We then selected a random time point within the 
spontaneous clip and a point near the beginning of the 

posed clip and extracted a 2 s portion from each. 
Some clips consisted of incomplete utterances. All 
samples were stored in waveform audio format, with 
their sampling rate at 16 kHz and loudness-matched 
to one sample’s root mean square (RMS) in Adobe 
Audition. We also applied 150 ms sigmoid fades at 
both the beginning and end of the samples. 
 
2.2 Listeners 
Non-native listeners, who did not understand Korean, 
were recruited on Amazon’s Mechanical Turk. All 
participants provided informed consent and were 
rewarded $0.5~$1 after the completion of a 10-to-15 
min session. In each experiment, we inserted image-
recognition catch trials to ensure that participants 
were concentrating on the tasks. Incorrect responses 
to the trials led to the elimination of their results from 
the analysis. After post-screening, the results were 
obtained from a total of 472 non-native listeners (219 
women, 252 men, 1 undisclosed). Their first 
languages were English (422), Hindi (10), Spanish (1), 
and other (39). 
 
2.3 Procedure 
Listeners were required to use earphones or 
headphones and adjust the volume to a sample speech 
that had the same RMS loudness as the stimuli under 
test. At the beginning of each trial, a speech sample 
was played on a blank screen. The same sample was 
repeated once while displaying rating scales. The 317 
samples were randomly divided into nine batches 
containing 35 or 36 stimuli per batch. At least 50 
listeners were randomly assigned to each batch. 
 
Listeners were asked to evaluate seven opposite pairs 
of affective attributes of the speech on a 7-point scale 
with 0 in the center. The seven pairs of affective 
attributes were relaxed-stressed, content-angry, 
friendly-hostile, sad-happy, bored-interested, 
intimate-formal, and timid-confident [6,27]. We 
counterbalanced how the attribute pairs were shown 
on the screen. For example, for the pair of relaxed-
stressed, half of the participants had relaxed on the 
left and stressed on the right of the scale, while the 
other half had relaxed on the right and stressed on the 
left of the scale. 
 
All listeners were given a short break (at least 1 min) 
in the middle of the experiment if they desired. The 
online experiment was hosted on Pavlovia [28] and 
written in JavaScript using the jsPsych library [29]. 
 
2.4 Analyses 
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Acoustic parameters of each speech sample were 
obtained using Praat [30]. The parameters included 
intensity (maximum, minimum), pitch (mean, 
maximum, minimum), standard deviation (SD) of 
intensity and pitch reflecting variation, measure of 
frequency perturbation (jitter), measure of amplitude 
perturbation (shimmer), number of voice breaks 
reflecting inter-pulse intervals, and Harmonics-to-
Noise Ratio (HNR), which measures the ratio 
between periodic and non-periodic components of 
speech segments. As samples were loudness-matched, 
mean intensity was unanalyzed. For the 2 s speech 
samples, pitch parameters were measured within a 40 
ms analysis window, and intensity parameters were 
measured within a 42.7 ms analysis window. Pearson 
correlation analyses were conducted to relate 
acoustical parameters to listeners’ voice perception 
on emotion. 

3 Results 
3.1 Emotion Perception 
To obtain a response score for each speech sample 
and affect, we averaged the results from the listeners. 
There were seven response scores for each of the 317 
speech samples. Figure 1 illustrates the distribution of 
listeners’ ratings for seven affective pairs across the 
(a) spontaneous and (b) posed samples. Overall, the 

variation of the rating scores of the posed speech 
tended to be larger than those of the spontaneous 
speech, especially for angry, hostile, and stressed 
emotions. We then divided the speech samples 
according to their response score for all 14 affects. 
For example, if the relaxed-stressed score for a 
speech sample was above 0, it would be categorized 
as a stressed-sounding stimulus; this same sample 
would also be categorized as content if its content-
angry affect pair score was below 0. Table 1 shows 
the number of speech samples categorized into one or 
the other affect for each affect pair. Note that the 
sample was not assigned to any affect if the score was 
equal to 0; the number of 0s is specified in 
parentheses. Listeners perceived fewer spontaneous 
samples as having negative valences (stressed, angry, 
hostile, bored, and timid). They perceived fewer 
posed samples categorized into emotions such as 
boredom and timidness. This might be expected 
because the intended emotions of our posed samples 
were happy, sad, and angry. 
 
The absolute values of rating scores were averaged 
over the samples for each perceived affect specified 
in Table 1. Figures 2 and 3 illustrate the mean rating 
scores and the percentage of samples categorized into  
14 affect attributes for the spontaneous and posed 

 
 
 

Figure 1. Mean response scores for seven affective pairs across (a) 180 spontaneous speech samples and (b) 137 
posed speech samples. Boxplots show interquartile range (box), median (horizontal line in box) with minimum 

and maximum values (vertical line), and extreme values (dots). 
 
 
 

Table 1. Number of speech samples categorized into one of the affects in the affect pair of spontaneous and 
posed speech samples. Numbers in parentheses indicate the number of speech samples categorized into neither 

of the affects. 
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Figure 2. Means rating scores with standard errors 
and the percentage of spontaneous speech samples 

for 14 affect attributes from negative (left) to 
positive (right) valences. 

Figure 3. Means rating scores with standard errors 
and the percentage of posed speech samples for 14 
affect attributes. The attributes highlighted in gray 

indicate the intended emotions for the posed 
samples. 

 
samples, respectively. Notice that the affective 
attributes were arranged in order of emotional valence 
[31,32]. The affective attribute on the far left 
(stressed) is the most negative, while the one on the 
far right (happy) is the most positive. There are much 
less spontaneous samples perceived as negative 
valences (stressed, angry, and hostile), however, this 
skewness is less evident for the posed samples. Figure 
2 shows that the mean rating scores of the 
spontaneous speeches in positive valences were much 
higher than those in negative valences. Figure 3 
illustrates that the mean rating scores of the posed 
speeches in negative valences were higher than those 
in positive valences. In comparison with spontaneous 
and posed samples, the rating scores of the 
spontaneous speeches were higher than those of the 
posed speeches in positive valences, while the rating 
scores of the posed speeches were higher than those 
of the spontaneous speeches in negative valences.   
 
Table 2 indicates the number of samples perceptually 
categorized based on the affect pairs of the posed 
speech samples. The degree to which the intended 
emotion was expressed could vary among affective 
attributes. Angry and sad voices were generally 
perceived by listeners as intended, while happy 
voices were not. Non-native listeners seemed to have 
difficulty detecting happiness from the posed samples. 
 
The difference between the posed and spontaneous 
speech samples were not evident for the affective 
attributes such as bored, intimate, and confident. This 
might be expected, since our posed samples only 
cover the emotions of happiness, neutrality, anger, 
and sadness. 
 

 
 

Table 2. Number of speech samples categorized into one of the affects in the affect pair of posed speech 
samples. Numbers in bold and blue indicate the number of dominantly perceived samples in each affect pair 

and the number of samples correctly categorized as the intended emotion for the posed samples, 
respectively. 
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Table 3. Correlations between the acoustic parameters and perceived affects of spontaneous and posed samples. 

Numbers shown in bold indicate statistically significant correlations. 
 
 

 
Figure 4. Means and standard errors of (a) mean pitch and (b) variation in pitch of spontaneous and posed speech 

samples across affective attributes in order of emotional valence. 
 

 
 
3.2 Acoustic parameters 
Table 3 lists the correlations between acoustic 
parameters and perceived affects for the spontaneous 
and posed samples. Numbers in bold indicate that the 

correlations were statistically significant at a level of 
p < 0.05 (*) and p < 0.01 (**). Spontaneous speech 
samples were perceived as hostile when the variation 
of intensity increased and as sad when the variation 
in intensity decreased. Spontaneous samples 
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perceived as happy and interested showed positive 
correlations with the maximum pitch and variation in 
pitch.  
 
Overall, there were more statistically significant 
correlations with the posed than spontaneous samples. 
The posed samples perceived as negative valences 
(stressed, hostile, and angry) were positively 
correlated with higher values in pitch parameters 
(mean, maximum, and SD). For instance, mean pitch 
and pitch variation are shown in Figure 4 across the 
affects as a function of emotional valence. The posed 
samples were perceived as negative valences 
(stressed, hostile, and angry) when the mean pitch 
and variation in pitch increased. 
 

4 Discussions and Conclusions 
Our results indicate several differences between the 
posed and spontaneous speech samples. First, 
regarding the number of speech samples categorized 
for the 14 affective attributes, listeners perceived few 
spontaneous samples as having negative valences. 
This may reflect the characteristics of our naturalistic 
speech stimuli. Although we rarely encounter 
emotions in negative valences in casual conversations, 
it is crucial to detect negative valence in everyday life. 
Therefore, it is necessary to include posed samples in 
negative valences to understand how listeners can 
perceive and infer speakers’ feelings and attitudes 
from their tone of voice. 
 
Second, the listeners perceived many more 
spontaneous samples as having positive valences than 
negative valences. Furthermore, they perceived 
higher emotional intensity from the spontaneous 
samples than the posed samples, only in positive 
valences. They reacted more sensitively to the posed 
speeches with negative valences. As specified in 
Table 2, the results regarding the posed samples 
suggest that affective attributes in negative valences, 
such as angry and sad, should be well perceived. 
However, the participants had difficulty detecting 
happiness from the posed samples. Our finding 
regarding the posed samples is in line with previous 
studies on cross-cultural emotion recognition, which 
revealed that negative emotions were recognized with 
higher cross-cultural accuracy than positive emotions 
[33]. 
 
Third, the correlations between basic acoustic 
parameters and emotional ratings revealed that 
listeners differed in the utilization of acoustic 
parameters to detect emotions from the posed and 

spontaneous samples. The spontaneous samples 
perceived as positive tended to have higher variance 
in pitch and higher maximum pitch than those 
perceived as negative. By contrast, the posed samples 
perceived as negative valences were positively 
correlated with higher values of the pitch parameters. 
 

We speculate that the observed differences between 
the posed and spontaneous samples may derive from 
two specific factors. One factor could be the smaller 
sample size for certain affects. There were fewer 
samples for the posed samples perceived as positive 
valences and for the spontaneous samples perceived 
as negative valences. In future research, we will add 
more spontaneous speech samples with affective 
attributes whose sample size is small. The other factor 
could be the cross-cultural and language differences. 
Cross-language differences exist regarding the range 
and strength of affective responses as well as the use 
of acoustic parameters and prosodic features [34,35]. 
The discrepancy between the posed and perceived 
emotions by non-native listeners may result from the 
samples that were not well posed by actors or cross-
cultural emotion recognition. In future research, we 
will explore this discrepancy by conducting 
experiments with Korean native listeners. 
 
Our experimental results can contribute to forming an 
appropriate database for training AI algorithms in the 
computational processing of emotional voice [36]. 
For more natural interactions with an AI agent, its 
tone of voice can be adjusted according to the content 
of speech and facial expressions [37,38]. Furthermore, 
our listening test results, that is, psychologically 
annotated data with vocal affects, can be utilized to 
assign specific vocal affects to voice agents or virtual 
humans. 
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