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ABSTRACT

We present an acoustic navigation experiment in virtual reality (VR), where participants were asked to locate and
navigate towards an acoustic source within an environment of complex geometry using only acoustic cues. We
implemented a procedural generator of complex scenes, capable of creating environments of arbitrary dimensions,
multiple rooms, and custom frequency dependent acoustic properties of the surface materials. For the generation
of the audio we used a real-time dynamic sound propagation engine which produces spatialized audio with
reverberation by means of bi-directional path tracing (BDPT) and is capable of modeling acoustic absorption,
transmission, scattering, and diffraction. This framework enables the investigation of the impact of various
simulation properties on the ability of navigating a virtual environment. To validate the framework we conducted a
pilot experiment with 10 subject in 30 environments and studied the influence of diffraction modeling on navigation
by comparing their navigation performance in conditions with and without diffraction. The results suggest that
listeners are successfully able to navigate VR environments using only acoustic cues. In the studied cases we did
not observe a significant effect of diffraction on navigation performance. A significant amount of participants
reported strong motion sickness effects, which highlights the ongoing issues of locomotion in VR.

1 Introduction

Environmental acoustic cues are critical for spatial
awareness. Humans are capable of perceiving the
presence of objects using echolocation by exploiting
level, spectral envelope, echo delay, and binaural dif-
ferences [1]. Although blind people generally perform
better, both blind and sighted people are capable of nav-
igating spaces utilizing echo-location [2], as well as pro-
ducing spatial maps of the environment by leveraging
the presence of active sources in the environment, pro-
ducing comparable results in real and virtual environ-
ments [3]. As such, spatial audio has been extensively
used for the training and investigation of spatial aware-
ness, both in audio only applications [4, 5, 6, 7, 8, 9]
and in multi-modal applications e.g. a virtual haptic-

acoustic cane [10] or interactive audio-tactile maps [11].
However, these environments generally show some lim-
itation in the form of low geometrical complexity of the
environments (often being reduced to single rooms with
non-rectangular geometries), small variety of investi-
gated scenes, and/or lack of head tracking, rendering
the interaction unnatural.

In this paper we present a navigation experiment con-
ducted in Virtual Reality (VR), in which users are asked
to navigate inside procedurally generated complex en-
vironments with the goal of locating an acoustic source.
The main advantage of our framework lies in the flex-
ibility of the procedural generation of environments
coupled with a real-time dynamic sound propagation
engine capable of handling complex geometries and
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Parameter Type Description
Size X Integer Size of the maze in the X dimension, in

number of cells.
Size Y Integer Size of the maze in the Y dimension, in

number of cells.
Room
types

Integer Number of different room types contained
in the scene. There are 4 predefined room
types, each with different acoustic and vi-
sual materials, which can be customized.

Large
rooms

Boolean Determines whether rooms are created by
combining multiple cells in both X and Y
dimensions, or whether rooms are formed
like corridors in a maze style.

Portal
probability

Float Probability of two adjacent cells from a dif-
ferent room type being connected by a door
frame. The higher the number, the more
rooms are connected.

Seed Integer Initializes a specific instance of geometry,
source position, and initial listener position.

Table 1: Control parameters of the procedurally gener-
ated environment.

frequency dependent material properties, allowing us
to conduct the navigation task in any arbitrary acous-
tical environment. In this work we leverage the intro-
duced framework in the investigation on the relevance
of diffraction modeling in real-time simulations and
we evaluate the impact of diffraction on the acoustical
navigation performance of humans in complex VR en-
vironments. Additionally, besides the evaluation and
validation of real-time audio simulations, these kinds of
navigation tasks could be leveraged for a variety of pur-
poses, such as training first responders in acoustically
guided navigation in emergencies, or the investigation
of relevant acoustical phenomena in spatial awareness
and perceptual spatial mapping, among others.

2 Framework

2.1 Procedural creation of environments

In order to efficiently generate a large number of envi-
ronments, we implemented a procedural maze genera-
tor in Unity, which allows the experimenter to specify
the properties of the environment to obtain a randomly
generated environment. The external boundaries of the
environment always correspond to a rectangular space,
whose size is determined by a configurable number
of cells. An arbitrary number of room types can be
generated, each with different acoustic and visual prop-
erties. A flag controls whether rooms resemble those
found in daily environments or they are generated as
corridors, similar to traditional mazes. The presence
of openings between rooms can be controlled using

a probability value. Finally, the use of a seed value
permits the pseudo-random generation of a virtually
infinite number of environments sharing the same sta-
tistical properties. The positions of both listener and
sound source(s) is randomized and depends on the gen-
eration seed. The number of sources and their content
can be arbitrarily defined.

Details about the control parameters are provided in
Tab. 1. Examples of a few illustrative environments,
together with their control parameters are provided in
Fig. 1. The size and complexity of environments can be
arbitrarily manipulated, generating from simple small
environments, to very complex and large spaces.

2.2 Audio simulation engine

The real-time acoustic simulations were performed us-
ing the RLR-Audio-Propagation custom engine run-
ning as a plug-in for Unity. The engine conducts a
bi-directional path tracing (BDPT) [12] simulation in
N arbitrary logarithmically spaced frequency bands and
generates the final audio by means of artificial rever-
berators spatialized in the spherical harmonics domain
(SHD). In this study we used simulations in 4 frequency
bands. The BDPT process handles the modeling of fre-
quency dependent acoustic absorption, transmission,
scattering, and high order diffraction. In particular,
scattering is modelled using Bidirectional Reflectance
Distribution Functions (BRDF). A detailed description
of the diffraction implementation is provided in [13].
The final binaural signals are rendered utilizing generic
Head Related Transfer Functions (HRTF) encoded into
the SHD using Magnitude Least Squares as in [14].

The audio engine has been succesfully used in a va-
riety of multimodal Deep Learning tasks, such as the
navigation of virtual agents in complex acoustic envi-
ronments [15], the audiovisual reconstruction of floor-
plans [16], or the learning of spatial cues via echolo-
cation [17]. Recently, the acoustic simulator has been
deployed with SoundSpaces 2.0, a simulation platform
for audiovisual Deep Learning tasks [18] and is pub-
licly available for research purposes.

An instrumental validation of the acoustic engine is
provided in [18], comparing the Reverberation Time
(RT60) and Direct-to-Reverberant Ratio (DRR) of mea-
surements against the results of the simulations. In
order to minimize the error introduced by the manual
annotation of materials, a first annotation using acous-
tic material data from a dataset was followed by an
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X = 10
Y = 3

Large rooms = true
Room types = 3

Portal Prob. = 0.061
Seed = 201936

X = 10
Y = 5

Large rooms = true
Room types = 3

Portal Prob. = 0.15
Seed = 532216

X = 10
Y = 10

Large rooms = true
Room types = 4

Portal Prob. = 0.3
Seed = 171843

X = 10
Y = 10

Large rooms = false
Room types = 4

Portal Prob. = 0.3
Seed = 145427

X = 10
Y = 10

Large rooms = false
Room types = 4
Portal Prob. = 1
Seed = 638820

Fig. 1: Example environments of varying complexity.

acoustic optimization process that iteratively modifies
the material properties to minimize the discrepancy
between measurements and a series of reference simu-
lations [19]. The engine adaptively adjusts the quality
of the simulation to fulfill computational constrains
of the scene. In the highest fidelity mode, the RT60
error is 0%, while in the fast mode it increases to 9.5%
in a benchmark dataset (highly reverberant apartment
scene). Overall, the mean RT60 relative error on a
larger dataset is 12.5%, suggesting that the errors are
generally comparable to audible RT60 discrimination
thresholds [20]. The errors on DRR are 0.98 dB on
average, with maximum errors of 2 dB in the bench-
mark scene, which are below the discrimination thresh-
olds [21]. We refer the reader to [18] for further details
on the acoustic analysis.

3 Experiment

3.1 Task

The goal of the experiment is twofold: First, to deter-
mine whether subjects are consistently able to navigate
to and locate sources in complex multi-room virtual
environments, and second, to investigate whether the
rendering of sound diffraction in a complex environ-
ment significantly affects their navigation performance.
To this end, an experiment was conducted in VR, and
subjects were asked to navigate as fast as possible to
an invisible target sound source (a periodic broadband
noise burst). No distractor sources were present in this
task.

The test platform was the Meta Quest 2 connected via
USB-C to a host PC running the Unity test application.
The scene was visible to the participants in the Head
Mounted Display (HMD). The locomotion was per-
formed using the HMD controllers via a combination
of the left joystick for continuous translation and the
right joystick for rotation in 90◦ increments. Rotation
of the head could also be used for continuous rotation.

In each trial, subjects spawned in a random location
and after navigating to the sound source they had to
locate it with one hand and hold the trigger on that
controller for a short period of time. Before the actual
test, 4 trials were provided with experimenter guidance
to become acquainted with the task, procedure, and
apparatus. A total of 30 scenes were evaluated. Half
of the scenes were presented with diffraction effects
disabled and the other half with diffraction enabled.
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Fig. 2: Example of three environments used in the test. The parameters of the environments are size X = 10,
size Y = 10, room types = 4, large rooms = true, and portal probability = 0.18.

The test was conducted remotely and 10 subjects par-
ticipated using their own hardware. The study required
users to have a VR-ready computer running Windows,
a Meta Quest 2 HMD, and external headphones. The
majority of the users completed the test using Beyerdy-
namic DT990 Pro headphones, except a few exceptions
that used headphones of comparable quality. The users
were asked to adjust the reproduction level to a com-
fortable level at the beginning of the session during the
training trials and leave it constant for the remainder
of the experiment. In order to minimize the risks of
running remote tests in uncontrolled environments, the
experimenter provided guidance via videoconference
at the beginning of the experiment and during the train-
ing trials and was available during the experiment for
troubleshooting and monitoring of the experiment. Sub-
jects were asked to complete a post study questionnaire,
which was completed by 9 out of 10 subjects.

3.2 Test environments

The 30 evaluated scenes were all of comparable geo-
metrical complexity and were generated using the same
parameters, differing only in the generation seed. A few
examples of the test environments and the generation
parameters are provided in Fig. 2.

Four room types with different acoustic materials were
used. Blue rooms used concrete acoustic properties,
green rooms used wood, red rooms used carpet, and tan
rooms used steel and glass. See Tab. 2 for a description
of the materials in each room surface and Tab. 3 for the
absorption, scattering, and transmission coefficients of
each material.

Room Floor Walls Ceiling
Blue Concrete rough Concrete block Concrete rough

Green Wood floor Wood thick Wood thin
Red Carpet heavy padded Carpet heavy Carpet
Tan Steel Glass heavy Steel

Table 2: Acoustic materials of the rooms.

3.3 Metrics

In order to evaluate the navigation performance we
propose the use of multiple metrics:

• Source visibility: A trial is considered successful
if there is a direct line of sight (LOS) between
the subject’s head and the source at the end of the
trial. Trials without a direct LOS are discarded in
further analysis.

• Distance to source: The subject’s final distance to
the source, computed as the minimum distance be-
tween the source and the position of the controller
used to input the location.

• Total Navigation Time: The total duration of a
trial, since the listener spawns in the scene until
they introduce their answer.

• Cropped Navigation Time: The time elapsed be-
tween the start of the user movement and the mo-
ment in which their distance to the source is less
than an arbitrary distance.

• Total Path Length: The total distance travelled by
the subject, since they spawn until they introduce
their answer.
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Fig. 3: Successful trials per subject (top) and per scene
(bottom).

4 Results

4.1 Source visibility

The vast majority of trials were completed success-
fully (292/300 trials, 97.33% success rate), with all
subjects completing at least 90% of the trials success-
fully. The unsuccessful trials were concentrated within
4 subjects, with 2 subjects failing to complete 3 tri-
als, and 2 subjects failing in 1 trial. With regards to
the environments, the unsuccessful trials were spread
among all environments, with only one environment
presenting 2 unsuccessful trials (see Fig. 3). The 8
unsuccessful trials were discarded for further analysis.

4.2 Distance to source

Since all the unsuccessful trials were discarded, the
final distance to source represents a proxy variable for
the accuracy of subjects to locate the source in close
distances. The median final distance between the user
hands and the source is 0.71 m. The minimum distance
(most accurate trial) is 0.07 m, while the maximum
distance (while keeping LOS with the source) is 7.33 m.

In order to investigate the potential differences between
trials and subjects we first explored normality of the
data in various grouping configurations: entire dataset,
diffraction on/off, individual subject data, and individ-
ual trial data. A Lilliefors test revealed non-normality
of all of the data groups, which is to be expected for pos-
itive bounded data. Following, we performed Lilliefors
tests on the log-transformed dataset for various group-
ings. The results confirmed log-normality of all the data
groupings, except for the datasets of subjects 1, 4, and

7. However, based on this analysis, it is a reasonable
trade-off to continue the analysis under the assumption
of log-normality of all data groupings. As such, we
conducted ANOVA tests on the log-normalized data
in order to explore statistical differences in the various
grouping configurations. The data for all groupings is
summarized in Fig. 4.

ANOVA analysis on the log-normalized data suggested
that no statistically significant differences are present
in distance to source between the conditions Diffrac-
tion ON and Diffraction OFF (p = 0.53). This is to be
expected, as diffraction paths are unlikely audible in
the presence of direct sound, and thus we do not expect
it to affect the perceived location of sources. Similarly,
we found no statistically significant effects of trial (spe-
cific mazes) on distance to source (p = 0.81), which is
to be expected as well. However, we did observe signif-
icant differences in distance to source for different sub-
jects (F = 11.44, p = 2.76e−15). Multiple pairwise
comparison tests confirmed that each subject presented
statistically significant differences to at least 2 other
subjects with subjects presenting differences with as
high as 6 other subjects. Since users were instructed to
complete each trial as quickly as possible while trying
to get as close to the source as possible, these results
could be explained by two factors: a different individ-
ual strategy in approaching the trade-off between speed
and accuracy, as well as intrinsic individual differences
in their abilities to localize the source.

4.3 Navigation time

The median total navigation time was 28.9 s. In order to
gain more insight, we followed the same strategy to an-
alyze the total navigation time as explained in Sec. 4.2.
The log-normality of each data group - full dataset,
diffraction on/off, individual subjects, and individual
trials - was confirmed, except for two exceptions (trials
23 and 30). As before, to preserve statistical power
over the vast majority of the dataset, we continued the
analysis under assumption of data log-normality.

The ANOVA tests revealed no impact of the model-
ing of diffraction acoustical effects on total navigation
time (p = 0.38). This suggests that accurate simulation
of this acoustic phenomena provides no advantage in
the efficiency of navigating virtual environments using
acoustic cues. This could be explained by several rea-
sons, such as the presence of high reverberation levels
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Fig. 4: Distance to source for various groupings of the data. White circles represent the median value, black
boxplots represent interquartile ranges (IQR), and whiskers extend 1.5 times the IQR.

Fig. 5: Total Navigation Time for various groupings of the data. White circles represent the median value, black
boxplots represent interquartile ranges (IQR), and whiskers extend 1.5 times the IQR.

throughout the environments, the leveraging of acous-
tic transmission to infer the position of sources without
LOS, or the high complexity of the environments.

Contrarily, ANOVA tests revealed a statistically sig-
nificant effect of both trial conditions (F = 4.02, p =
6.21e− 10) and subject (F = 5.06, p = 2.44e− 06).
This suggests that although all the scenes were designed
to present similar geometrical complexity, specific fea-
tures such as room and portal distribution or the initial
source and subject positions could have an important
impact on the difficulty of the task. Additionally, all
subjects might present varying degrees of spatial aware-
ness as well as abilities to construct mental spatial maps,
efficiently exploit acoustic information for navigation
tasks, and navigate VR environments.

All the results discussed above are reported in Fig. 5.
Based on individual differences, we decided to explore
the results of each subject in more detail. The main goal
was to determine whether specific subjects were able
to leverage diffraction effects to navigate more quickly
towards the sound source. Once again, we confirmed
log-normality of the data for each of the subsets i.e. all

trials of each individual subject for the conditions of
Diffraction ON and Diffraction OFF.

The results for each individual subject are reported in
Fig. 6. At first glance, it appears that only subject 8
presents a clearly visible trend, with navigation times
that are higher in the condition of Diffraction OFF.
However, ANOVA tests revealed that these differences
were not statistically significant (p = 0.09). In fact,
none of the subjects presented statistically significant
differences between the conditions Diffraction ON and
Diffraction OFF.

Next, we explored the cropped navigation time for
threshold distances of 3, 2, and 1 m. The motivation
behind this metric is to explore those portions of the
navigation in which room acoustic effects are stronger,
and thus acoustical phenomena other than direct sound
would need to be leveraged to navigate efficiently. Fol-
lowing the same process as with previous metrics, we
concluded that the results were strongly correlated to
those of total navigation time and thus we do not re-
port them for the sake of brevity. The use of smaller
distance thresholds for the computation of cropped nav-
igation time leads to an increasing number of missing
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Fig. 6: Total Navigation Time for each individual subject in the conditions of Diffraction ON and Diffraction OFF.
White circles represent the median value, black boxplots represent interquartile ranges (IQR), and whiskers
extend 1.5 times the IQR.

data points, as in many cases participants did not get
closer than the threshold distance.

4.4 Total path length

To investigate the navigation path length under each
condition, we followed the same procedure as with the
variables described earlier. Once again, we confirmed
log-normality of all of the groupings. Unsurprisingly,
we found that the navigation path length was strongly
correlated with the total navigation time and cropped
navigation time. This can be explained by the fact that
since the locomotion speed is fixed, unless a subject
stops and performs only head rotations, the navigation
time and the path length will be proportional.

The same analysis as with previous variables was per-
formed. The median total path length was 51.3 m,
and it was significantly influenced by trials (F = 5.72,
p = 1.36e− 15) and subjects(F = 2.44, p = 0.0110).
The conditions of diffraction simulation did not affect
the total path length in any meaningful way.

Regarding individual subjects (see Fig. 8), although
once again subject 8 showed a trend towards decreased
total path length in conditions of diffraction ON, it was
not statistically significant (p = 0.13).

4.5 Navigation examples

As a final analysis step, we mapped all the navigated
paths on top of each floorplan of the scenes. These can
be utilized these to form hypotheses regarding the be-
haviors and potential strategies used by the participants
in the navigation task. However, a detailed analysis
of these is out of the scope of this paper. In Fig. 9 we
present 3 examples comparing the navigation of two
subjects.

4.6 Post experiment survey

After the test we conducted a survey that was com-
pleted by 9 out of 10 participants. The survey assessed
the perceived diffulty of the test, the degree of motion
sickness experienced, and whether subjects would par-
ticipate again in a similar test. The average perceived
difficulty was 2.3/5. However, 6 out of 9 subjects re-
ported very high to extreme motion sickness. This
suggests that improvements to the locomotion system
should be considered in further studies. In any case, a
majority of participants (6 out of 9) reported that they
would participate again in a similar experiment.

5 Summary and conclusions

In this contribution we presented a framework for
the conduction of navigation experiments in VR. The
framework allows the creation of procedural environ-
ments of arbitrary geometrical complexity, and is paired
with a real-time geometrical acoustic simulation engine
that presents head-tracked audio in 6 DoF. We con-
ducted a pilot experiment in which we asked listeners
to locate an audio source in a remote location. From
the results, we can form the following conclusions:

• Listeners are successful in navigating to a position
in direct LOS with the source in the vast majority
of trials (97.33%). This suggests that navigation
tasks in VR could be leveraged for other appli-
cations that require acoustically guided spatial
awareness (such as evacuations or emergency situ-
ations) and that the use of remote acoustic beacons
in complex environments could prove successful
in spatial navigation.
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Fig. 7: Total Path Length (TPL) for various groupings of the data. White circles represent the median value, black
boxplots represent interquartile ranges (IQR), and whiskers extend 1.5 times the IQR.

Fig. 8: Total Path Length (TPL) for each individual subject in the conditions of Diffraction ON and Diffraction
OFF. White circles represent the median value, black boxplots represent interquartile ranges (IQR), and
whiskers extend 1.5 times the IQR.

Fig. 9: Example of three paths from the experiment. (Left) The image shows two subjects successfully arriving at
the final position, with Subject 10 navigating much more efficiently than subject 2. (Middle) In this case,
Subject 3 completed a straightforward path, while Subject 9 did not arrive successfully to the target position,
but instead marked the final position at a point with a wall between them and the source. It is likely that the
transmission path was strong enough for the subject to perceive the presence of a source in that specific
direction. (Right) In this case, both subjects finish at a position with LOS to the source. However, Subject
10 navigated the environment in a redundant path, and the final position represents the successful trial with
the highest distance between the subject and the source (7.33 m).
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• Specific scenes and subjects results in statistically
significant differences in the metrics of total nav-
igation time, cropped navigation time, and total
path length.

• Specific subjects presented statistically significant
differences in the final distance to source. These
could be attributed either to trade-off strategies
during the task or to intrinsic differences in their
abilities to complete the task.

• We did not observe a statistically significant differ-
ence in navigation due to diffraction in the tested
scenes. We hypothesize that the high geometrical
complexity, paired with strong energy from other
acoustical phenomena (reverberation level, trans-
mission) would allow users to form spatial mental
maps without the need of diffraction. Further tests
in simplified and specifically crafted environments
could unveil more information regarding the ad-
vantages of diffraction in specific cases.

• A large amount of participants reported strong
motion sickness, likely due to the continuous lo-
comotion at a fixed speed. This is a long standing
problem in VR, and exploring solutions like in-
cluding light dimming, acceleration, continuous
rotation, and a proprioceptive component to in-
duce movement could help alleviate these issues.

Future work comprises the investigation of the effect of
other simulation parameters on navigation e.g. BDPT,
HRTF personalization, transmission, reverb - in several
environments of varying complexity. Additionally, a
natural extension of such an experiment could consist
of a similar task in an untethered 6 DoF setup, where
listeners would be able walk in an open space while
navigating the virtual environments.
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A Appendix: Acoustic materials

Absorption
Material 125 Hz 250 Hz 500 Hz 1 kHz 2 kHz 4 kHz

Concrete rough 0.01 0.02 0.04 0.06 0.08 0.10
Concrete block 0.36 0.44 0.31 0.29 0.39 0.21

Wood floor 0.15 0.11 0.10 0.07 0.06 0.07
Wood thick 0.19 0.14 0.19 0.06 0.06 0.05
Wood thin 0.42 0.21 0.10 0.08 0.06 0.06

Carpet heavy padded 0.08 0.24 0.57 0.69 0.71 0.73
Carpet heavy 0.02 0.06 0.14 0.37 0.48 0.63

Carpet 0.01 0.05 0.10 0.20 0.45 0.65
Steel 0.05 0.10 0.10 0.10 0.07 0.02

Glass heavy 0.18 0.06 0.04 0.03 0.02 0.02
Scattering

Material 125 Hz 250 Hz 500 Hz 1 kHz 2 kHz 4 kHz
Concrete rough 0.10 0.12 0.15 0.20 0.25 0.30
Concrete block 0.10 0.12 0.15 0.20 0.30 0.40

Wood floor 0.10 0.10 0.10 0.10 0.10 0.15
Wood thick 0.10 0.10 0.10 0.10 0.10 0.15
Wood thin 0.10 0.10 0.10 0.10 0.10 0.15

Carpet heavy padded 0.10 0.15 0.20 0.25 0.35 0.50
Carpet heavy 0.10 0.15 0.20 0.25 0.35 0.50

Carpet 0.10 0.10 0.15 0.20 0.30 0.45
Steel 0.10 0.10 0.10 0.10 0.10 0.10

Glass heavy 0.05 0.05 0.05 0.05 0.05 0.05
Transmission

Material 125 Hz 250 Hz 500 Hz 1 kHz 2 kHz 4 kHz
Concrete rough 0.004 0.0079 0.0056 0.0016 0.0014 0.0005
Concrete block 0.020 0.01 0.0063 0.0035 0.00011 0.00063

Wood floor 0.071 0.025 0.0158 0.0056 0.0035 0.0016
Wood thick 0.035 0.028 0.028 0.028 0.011 0.0071
Wood thin 0.20 0.125 0.079 0.1 0.089 0.05

Carpet heavy padded 0.004 0.0079 0.0056 0.0016 0.0014 0.0005
Carpet heavy 0.004 0.0079 0.0056 0.0016 0.0014 0.0005

Carpet 0.004 0.0079 0.0056 0.0016 0.0014 0.0005
Steel 0.25 0.20 0.17 0.089 0.089 0.0056

Glass heavy 0.056 0.039 0.028 0.02 0.032 0.014

Table 3: Absorption, scattering, and transmission co-
efficients of the materials used in the mazes.
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