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For accurate and detailed perceptual evaluation of compressed omnidirectional multimedia
content, it is imperative for assessor panels to be qualified to obtain consistent and high-quality
data. This work extends existing procedures for assessor selection in terms of scope (360◦

videos with high-order ambisonic), time efficiency, and analytical approach, as described in
detail. The main selection procedures consisted of a basic audiovisual screening and three
successive discrimination experiments for audio (listening), video (viewing), and audiovisual
using a triangle test. Additionally, four factors influencing quality of experience, including the
simulator sickness questionnaire, were evaluated and are discussed. After the selection process,
a confirmatory study was conducted using three experiments (audio, video, and audiovisual)
and based on a rating scale methodology to compare performance between rejected and
selected assessors. The studies showed that (i) perceptual discriminations are influenced by the
samples, the encoding parameters, and some quality of experience factors; (ii) the probability
of symptom occurrence is considerably low, indicating that the proposed procedure is feasible;
and (iii) the selected assessors performed better in discrimination than the rejected assessors,
indicating the effectiveness of the proposed procedure.

0 INTRODUCTION

Omnidirectional media have gained popularity because
they provide users with a more exploratory experience with
at least three degrees of freedom. Media categorized as om-
nidirectional include 360◦ images and videos, spatial audio,
and associated timed text during presentation, e.g., movie
subtitles [1]. Standardization of the storage and streaming
format for omnidirectional media has been under develop-
ment by the Moving Picture Experts Group since 2017 and
was clearly presented by [2].

One of the research directions in the field of omnidirec-
tional media is the quantification of user-perceived quality
through the use of predictive computational metrics and
perceptual evaluations in a laboratory setting. Because stan-
dardization in this area is still ongoing, the methods devel-
oped for experimentation in early studies had to be adapted
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from earlier standards intended for traditional media. For
example, Recommendations ITU-R BT.500 [3], ITU-T P.910
[4], and ITU-T P.913 [5] were adopted for studies in 360◦

video, and Recommendations ITU-R BS.1116 [6] and ITU-
R BS.1534 [7] for spatial audio research. For 360◦ video,
a newly developed standard for a subjective evaluation
protocol for head-mounted displays [8] was recently pub-
lished. The intrinsic method, an evaluation method based
on the reference materials, is a common practice found in
both audiovisual and omnidirectional media quality evalu-
ation. The technical aspect was to apply different encoding
schemes, e.g., bitrates, frequency sampling in audio, and
bitrates, quantization, and resolution in video, evaluated by
objective metrics or subjective evaluation with full refer-
ence. Several typical studies using intrinsic methods can be
found, for example, in [9–13].

On the other hand, the number of participants and their
expertise are also critical for ensuring data quality in per-
ceptual evaluation [14]. Early research in 360◦ video used
a number of at least 15 [3, 4] or 24 [5] naive assessors, de-
pending on the standard followed during the experiment.
Especially for the evaluation of 360◦ videos, the latest
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standard recommends that 28 participants should be reg-
istered to achieve sufficient statistical power [8]. Addi-
tionally, in perceptual audio evaluation, a slightly different
paradigm was created with at least 20 experienced asses-
sors that are required because of the complexity of the
task [6, 7]. Moreover, it is clear that the experience level
of the assessors could affect the experimental results [15].
Given this different situation between audio and video do-
mains, the question arises for the audiovisual domain: “How
many assessors and what level of expertise are appropriate
for unimodal and multimodal experiments if we use the
same assessor panel?” This question is straightforward, but
proposing appropriate solutions is not trivial.

Perceptual evaluation of multimedia quality is a chal-
lenging problem because multiple factors (e.g., user, sys-
tem, and context factors) interact to influence the perception
of overall quality among these multiple influencing factors.
In the case of immersive multimedia systems (e.g., 360◦

videos with spatial audio), these influencing factors are in-
creased primarily by the opportunity to explore the audiovi-
sual event attentively during the evaluation and by the user’s
expectations about the quality level of the given stimulus.
The former has an influence on user behavior and specific
attention during the evaluation, which can be observed by
head and eye movements on a given viewport. The latter
may be due to the fact that the highest-quality 360◦ video
is only compressed to about 75% because of projection.1

Without a qualified assessor, this condition will affect the
quality of the data captured during the experiment. As re-
ported by Fela et al. [12], having an assessor panel that
had expertise in perceptual audio evaluation did not span
the results in perceptual quality scores for spatial audio and
360◦ video evaluation.

The rationale for this study is that efforts reported assess-
ing the perceived quality of immersive multimedia content
are limited. Additionally, there is a lack of a method to
improve the qualification of an assessor panel, which may
affect the quality of subjective data in the evaluation of im-
mersive multimedia quality. The technical aspect of “mul-
timedia quality” that this study focuses on is due to com-
pression with a set of coding parameters that are consistent
with the common evaluation procedure for 360◦ videos [16]
and previous work [9–12, 17, 18]. Undoubtedly, there are
other parameters that influence the perceived quality and
quality of the experience, such as the quality and number
of speaker channels, choice of headphones, arrangement of
speaker channels and video display, playback method, and
position of the assessor (standing-sitting, still-exploring,
etc.).

Accordingly, the contribution of this paper is threefold.
First, the authors proposed a practical framework for se-
lecting assessors based on their performance during the
screening process before inviting them to perform percep-
tual evaluation studies in omnidirectional audiovisual mul-
timedia applications. The process aims to transform the

1The highest quality 360◦ video recorded at 8K is perceptu-
ally 2K. Normally, other compression schemes are applied before
delivery to users.

naive assessor into a selected assessor as classified in [19],
potentially increasing the reliability and robustness of the
data for a future test. Second, the audiovisual material used
in this study was made available for future work. The audio-
visual scenes were time-synchronized and selected based
on their temporal and spatial characteristics. Third, the data
obtained from the selection process were analyzed primar-
ily to answer the research questions (RQs) addressed in this
study:

� RQ1: What are the effects of audio and video encod-
ing parameters on perceptual discrimination results?

� RQ2: What are the effects of audio, video, and audio-
visual content on perceptual discrimination results?

� RQ3: How is the assessor’s performance on the per-
ceptual discrimination test of audio, video, and au-
diovisual content?

� RQ4: How is it concluded that the proposed selection
procedure is effective?

To answer questions RQ1−RQ3, three discrimination
tests were conducted for audio, video, and audiovisual con-
tent. A frequency analysis and statistical methods were used
to test the hypotheses made in relation to the RQ(s). Ad-
ditionally, factors affecting the quality of the experience
and simulator sickness were also examined to observe the
effects of test samples on level of interest, difficulty of
judgment, dizziness, and presence. Furthermore, a confir-
matory study consisting of audio, video, and audiovisual
experiments was conducted to answer RQ4. The evalua-
tions were made using a rating scale method to compare
the performance of small groups of failed and successful
assessors.

The remainder of this paper is organized as follows: SEC.
1 reviews the state of the art in the selection of assessors
developed in the field of sensory science and their appli-
cation in multimedia perceptual studies. SEC. 2 describes
the proposed procedure for forming a group of selected
assessors for immersive audiovisual studies. Experimental
results are discussed in SEC. 3; a confirmatory study along
with the results and analysis are described in SEC. 4; and
finally, SECS. 5 and 6 draw the conclusion and outlook of
the study.

1 RELATED WORKS

Panel selection methods have been widely used in the
sensory science for decades and are mainly used in the food
and beverage industry. There are two ISO standards for the
selection, training, and monitoring of panel assessors for
the training [20] and expertise [21] of sensory assessors,
which have recently been unified in Standard 8586:2012
[19], which also describes the terminology of classifications
of sensory assessors in relation to their expertise.

In the field of audiovisual quality evaluation, an early
attempt to study panel selection dates back to the work of
Hansen [22] and Toole [23], which was later followed by
Bech [24, 25], Olive [26], Mattila et al. [27], Isherwood et
al. [28], Florian et al. [29], Legarth et al. [30], Sontacchi et
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al. [31], and Kuusinen et al. [32]. In general, the framework
defined in previous studies can be divided into three aspects,
namely motivation and application, proposed procedure,
and technical aspects. The formation of a panel of assessors
is primarily motivated by the long-term use of the same
group of assessors for a given task, with the expectation
of consistent repeatability of the subject’s ratings [24, 25].
Having considered the selected assessors as such, one could
also investigate a number of different tasks to improve their
skills in performing a broader range of subjective tests [24,
26].

Procedural aspects typically include pre-selection using
a questionnaire, auditory and/or visual screening test, and
series of subjective experiments. In the pre-selection phase,
the questionnaire is used to understand the background of
the candidates and their range of interests in terms of their
potential as members of the assessor panel. The candidates
recruited for the pre-selection questionnaire should be at
least four times the target panel size, as suggested in ISO
8586-1 [20]. Hansen [22] and Mattila et al. [27] designed
some examples of questionnaires for listening test appli-
cations, and Legarth et al. [30] for multimodal test appli-
cations. One of the most popular selection procedures was
formulated in Generalized Listener Selection (GLS) [27],
which has been widely used in perceptual audio evaluation
with some modifications regarding augmentation [28], test
tuning [28, 29], extension of reliability analysis [31], and
multisensory approach [30]. It should be noted that some
items in the GLS questionnaire could benefit from updating
to remain relevant as immersive technology evolves.

Basic auditory and/or visual screening has been shown
to be essential for assessor selection. A study conducted
by Toole showed that listeners with a near-normal hearing
threshold had the highest agreement and least individual
variation [23]. It was also recommended that the selected
assessors must be otologically normal subjects and that the
hearing threshold level should not exceed 15 dB at any
audiometric frequency [24, 27]. Different studies have re-
ported different hearing threshold level criteria, ranging
from <20 dB [28, 29] to any frequency or allowing only
one frequency per ear exceeding 20 dB [30, 32]. As with
image quality, screening is also considered necessary for
visual acuity, because it is strongly correlated with per-
ceived image quality, as reported by Ravikumar et al. [33].
Additionally, color blindness and stereopsis tests are other
visual screening tests suitable for multisensory applications
[30].

Depending on the purpose of the panel, a number of
perceptual tests may be performed in the final stage of
the selection process, including but not limited to a test of
loudness, speech quality, and audio quality [27, 30], stereo
width [29, 31], timbre quality [24, 31], image compression
and brightness [30], and verbal fluency skills [30, 29, 32].
Ghani et al. [34] took a different approach, using a bat-
tery of psychoacoustic discrimination tests, e.g., intensity
and frequency detection, masking level difference, inter-
aural level/time difference, and gap detection, to predict
panel members’ abilities to judge sound quality. However,
because of the low predictive accuracy with respect to asses-

sor performance on the listening tests, this approach does
not provide significant benefit.

Technical aspects of the experiment include the equip-
ment used for audio and image/video display, test mate-
rial/sample, and evaluation methods. Loudspeaker play-
back in screening procedures has been used by several
predecessors, for example, in the work of Bech [24, 25],
Isherwood et al. [28], Florian et al. [29], and Kuusinen et
al. [32] to evaluate timbral quality, spatial discrimination,
stereo width discrimination, and acoustic properties of con-
cert halls. Meanwhile, sound reproduction over headphones
has been widely used in typical evaluations for loudness,
speech quality, audio quality, and stereo width [27, 30, 31,
34]. Similarly, various playback devices can be used for
360◦ video, such as a 2D monitor, mobile-based and stan-
dalone head mounted displays (HMDs), and CAVE-like
displays [35]. The results of previous studies suggested
that the presentation of 360◦ video in virtual reality (VR)
mode via HMD is highly preferable and could have a pos-
itive impact on the user’s spatial awareness and enjoyment
[9, 35].

The effects of program material have also been studied
in audio, for example, in the work of Hansen [22], how
differences in recording techniques for the same pieces of
music can profoundly affect the perception of quality when
listening with particular pairs of loudspeakers. In evaluating
video quality, Mirkovic et al. [36] found that the category of
content can influence content-specific characteristics such
as the user’s familiarity with and expectations of the content
(cognitive component), elicited emotions (affective compo-
nent), and intention to repeat and recommend the content
(conative component). User interest was cited as a factor
contributing to the overall viewing experience after techni-
cal aspects [37]. A similar result was found by Jumisko et
al., whereby test participants tended to rate familiar content
lower than unfamiliar content and rate interesting content
higher than that considered uninteresting [38].

To determine an assessor’s ability to perceive differences
between audiovisual samples, various discrimination test
methods have often been used. These methods include the
pairwise comparison [22, 27, 28, 31], Three Alternative
Forced Choice (3AFC) [34, 29], and the triangle test [30,
32]. The elementary nature of these methods makes them
relatively easy for assessors with little or no training. Pair-
wise comparison (PC) is commonly used because it requires
minimal understanding and training on the part of the as-
sessor. At PC, multiple repetitions are required to measure
subject reliability over time, which can later be analyzed
using intra-rater reliability and inter-rater agreement [27,
31]. 3AFC and triangle methods are useful for increasing
the objectivity of test results. In 3AFC, the assessors ob-
serve the highest or lowest intensity, whereas in the triangle
test, they compare the sensory distance between stimuli.
Interested readers should refer to [39] for a comparative
analysis between these two methods.

The triangle test [40] was chosen for the screening pro-
cedure because it is easy for naive assessors to understand,
and there is a correct answer for each trial, so it addresses
the problems associated with PC highlighted in [27]. In the
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Fig. 1. Flowchart of a proposed assessor selection process.

triangle test, a triad of stimuli is presented, two of which are
identical. The task is to find the odd sample from each group
of three. It is at the discretion of the investigator whether
a full combination of conditions or a subset is presented
to the assessors. An analysis of the triangle test can also
be expressed as a percentage of correct answers to provide
some degree of absoluteness.

2 SELECTION PROCEDURE

This section describes the framework of the assessor se-
lection process proposed in this study, as shown in Fig. 1.
The framework consists of two stages, including 1) pre-
selection and 2) audiovisual screening. The pre-selection
stage aims to stimulate interest in studying the perceptual
quality of immersive multimedia content at the level of the
consumer or the so-called naive assessor. The audiovisual
screening stage then consists of basic audiovisual screen-
ing, familiarization, and discrimination tests.

Stage 2 has two goals, namely 1) to measure the ba-
sic physiological abilities of the assessor through tests for
things such as audiometry, color blindness, visual acuity,
visual stereoscopy, basic binary choice, and familiarization
to the test procedure and stimuli and 2) to assess the intrin-
sic discrimination ability of the assessor through perceptual
quality tests. By fulfilling the first objective, the naive asses-
sor can be considered an “initiated assessor,” because they
already know a specific task and the test procedure [19].
The discrimination test is used to measure their interest and

improve their ability to recognize perceptual quality. Those
who pass the discrimination test can be considered a “se-
lected assessor,” who are then expected to be more sensitive
to the quality of omnidirectional multimedia content. The
two-stage selection process within the proposed framework
is described in the following subsections.

2.1 Stage 1: Pre-Selection
An online questionnaire was formulated and published

in advance of the pre-selection. A modified version of the
GLS questionnaire formulated in [30] was proposed to be
more appropriate for current technological developments
and the focus of the study. The questionnaire contained
several types of questions and consisted of several sections,
including personal data, health status, previous experience
with audio and/or visual experiments, interest in audio and
visual products, experience with VR/360◦ video, and asses-
sor availability. The formulated questionnaire used in this
study is shown in Table 1.

In this case, the target size of the panel was 20−25 asses-
sors, so the number recruited should be at least four times
the target size according to Standard 8586-1 [20]. A total
of 106 volunteers (57 males and 49 females) responded to
a pre-selection questionnaire with an age range between 18
and 66 years (mean = 31.5; SD = 8.9) and represented
different professions and nationalities. Applications were
filtered based on these criteria:

� Age between 18−50 years old,
� No reported hearing damage,
� No reported visual damage,
� No color-blindness,
� Commitment to complete the study unless there was

a reasonable condition for withdrawal, and
� Availability to participate in the tests during or out-

side working hours.

2.2 Stage 2: Basic Audiovisual Screening
Eighty-nine volunteers (47 males and 42 females) aged

18–50 years (mean = 30.1; SD = 6.3) met the screening
criteria, of whom 44 volunteers were excluded for Stage
2 because they withdrew, had health problems, or did not
respond to the invitation. Finally, 45 volunteers were invited
as participants in Stage 2 and completed the audiovisual
screening test. The test participants were 23 males and 22
females, aged 18−43 years (mean = 29; SD = 4.7), with
different nationalities.2 Stage 2 included basic audio and
visual screening tests, as described below.

2.2.1 Audiometry
A pure-tone audiometry test was performed in a low-

noise (Noise Rating 10) listening room using an Intera-
coustics AD 229e audiometer and calibrated Sennheiser
HDA 200 headphones. The test procedure was based on the

2Please note that certain assessor panels may require a group of
native speakers, as described in [30], but this was not a requirement
for this panel.
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Table 1. List of questionnaire items for pre-selection stage.

Category ID Question Type

Personal data First name Short text
Last name Short text
Address (not required) Short text
Post nr. + City Short text
E-mail Short text
Phone (not required) Short text
Native language (Beginner, Intermediate, Advanced) Short text
English proficiency Multiple choice
Age Short text
Gender (Male, Female) Multiple choice
Years of education (including elementary school) Short text
Current profession (if student, please specify the field) Short text

Health 1 Do you have a known history of hearing damage? Yes/No
2 Do you have a visual impairment that can’t be corrected by your glasses? Yes/No
3 Do you wear glasses in daily basis? Yes/No
4 Are you colorblind? (Yes, Partially, No) Multiple choice

Experience 5 Have you previously participated in a listening test? Yes/No
6 If yes, how many times within the last 2 years? Short text
7 Please give a short description of these tests, if known. Long text
8 Have you previously participated in a viewing test? (watching video to rate the

quality, preference, etc.)
Yes/No

9 If yes, how many times within the last 2 years? Short text
10 Please give a short description of these tests, if known. Long text
11 Have you previously participated in VR test? (watching video to rate the quality,

experience, preference, immersion, game quality, etc.)
Yes/No

12 If yes, how many times within the last 2 years? Short text
13 Please give a short description of these tests, if known. Long text

Sound 14 Do you listen to music, or podcast, or audiobook? Yes/No
15 Do you attend music concerts, operas, ballets, theater? Yes/No
16 Do you play a musical instrument or sing? Yes/No
17 Do you consider yourself a critical listener? Yes/No
18 Do you notice sounds in your environment or from products? Yes/No
19 Do you own a hi-fi system? Yes/No
20 Do you own a surround sound system? Yes/No
21 Do you know 3D / spatial audio? Yes/No
22 Are you professionally or academically involved in audio or acoustics? Yes/No

Video 23 Do you have a TV? Yes/No
24 Do you take photos with a handy camera (mirrorless, DSLR, SLR)? Yes/No
25 Do you edit your pictures? Yes/No
26 Do you watch DVD movies at home? Yes/No
27 Do you watch from IP streaming provider (Netflix, Prime, HBO, etc.)? Yes/No
28 How often do you go to the cinema? (Weekly, Monthly, Seasonal, Yearly, Never) Multiple choice
29 Do you consider yourself a critical viewer? Yes/No

VR/360
video
(experience)

30 Do you know 360 video? Yes/No
31 Do you own a VR Glasses / head-mounted display (HMD)? Yes/No
32 If yes, estimate the value of the HMD Short text
33 Do you own a spherical / omnidirectional / 360 camera? Yes/No
34 If yes, estimate the value of the camera Short text
35 Have you watched 360 video from offline media player (VLC, WMP, etc.)? Yes/No
36 Have you watched 360 video from online media player (YouTube, Vimeo, etc.)? Yes/No
37 Have you watched a cinematic Virtual Reality? Yes/No
38 Do you use HMD to watch 360 video? Yes/No

Availability 39 Are you working every weekday during working hours∗? Yes/No
40 Are you working on the weekend during working hours? Yes/No
41 Would you be available for the test during working hours? Yes/No
42 Would you be available for the test after working hours? Yes/No
43 Would you be available for the weekend test if necessary? Yes/No
44 Would you be committed to the SenseLab audiovisual test between August –

September for 4 – 6 sessions within this period?
Yes/No

Consent I have read the description of the study and how my personal data is used by
SenseLab, I accept these terms.

Accept and Submit

Working hours is Monday – Friday at 9.00 – 17.00.
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Hughson-Westlake method [41] (ascending method) and
complied with Standard 8253-1 [42], with a threshold de-
termination procedure at 10 dB for the frequencies 125 Hz,
250 Hz, 500 Hz, 1 kHz, 2 kHz, 4 kHz, and 8 kHz.

2.2.2 Visual Tests
Visual ability was assessed with three basic vision tests,

e.g., the color blindness, visual acuity, and stereopsis tests.
Additionally, a short basic video quality test with binary
choice (pairwise comparison) was added to provide par-
ticipants with the basic idea of a discrimination test. The
description of each test is explained as follows.

� Color blindness: The Ishihara test [43] was per-
formed to detect color blindness based on red-green
color deficiencies.

� Depth perception: The stereopsis test was per-
formed using the RANDOT3 stereopsis test method
[44] to assess a subject’s depth perception. Each sub-
ject was seated and asked to wear polarized glasses
to read the RANDOT stereopsis book, which was
placed on the table with natural light illuminance.
Individuals with a vision prescription were asked to
continue wearing their glasses/contact lenses with
the polarized glasses.

� Visual acuity: Visual acuity testing was performed
using Freiburg Vision Test (FrACT) 3.10.5 software
developed by Michael Bach.4 FrACT uses psycho-
metric methods in combination with anti-aliasing
and dithering to provide an automated, self-paced as-
sessment of visual acuity. [45]. FrACT measures the
visual angle of the smallest perceived structure, or
the so-called minimum angle of resolution (MAR),
which is measured on a logarithmic scale. MAR can
be referred to as visual loss, and the number can be
converted to Visual Acuity decimals (VAdec). This
test was performed in the listening room using a
Thinkpad X230 laptop with a screen size of 12.5
in and an HD300 nit display. The screen brightness
was set to 150 cd/m2 and the backlight was set to
100 lux. The screen resolution was calibrated based
on an observer screen distance of 104 cm described
in [45].

2.2.3 Basic Video Quality Test
A basic test was performed to discriminate video quality

by pairwise comparison. The source material (SRC), named
“Students Looming Across Street,” abbreviated as (ss), was
downloaded from a public dataset, the LIVE Mobile Video
Quality Dataset [46]. Stimuli were generated by compress-
ing SRC into various constant rate factors 1−51. In the
test, assessors were asked to state their name and click on

3https://www.stereooptical.com/products/stereotests-color-
tests/randot/.

4https://michaelbach.de/fract/.

Fig. 2. Illustration of a pair of visual stimuli used in basic video
quality with pairwise comparison (left panel is degraded).

the video that was perceived as having the lowest quality
among a pair of videos. There were 30 trials in which the
system had an adaptive difficulty level depending on the
previous response. The user interface of this test is shown
in Fig. 2.

2.3 Stimuli
The video SRC used in this study was captured with a

professional VR camera Insta360 Pro2,5 a spherical 360◦

camera consisting of six lenses that capture multiple an-
gles of a scene at once. Audio was recorded using an
em32 Eigenmike, a spherical microphone array that allows
recording of acoustic signals from 32 array microphones.
During recording, the camera was mounted below the HOA
microphone on the customized mounting rig. An attempt
was made to match the height of the rig so that the height of
the camera and microphone were appropriate to simulate
a first point of view. The final raw video format had 8K
(7,680 × 3,840) resolution, 30 fps, 8-bit color depth, and
YUV 4:2:2 chroma subsampling.

The output of audio recording was in a raw 32-channel
ambisonic A-format, which was then converted to a fourth-
order Ambisonic B-format AmbiX (25 channels) with Am-
bisonic Channel Number and SN3D normalization. All au-
dio files were in Pulse-Code Modulation (PCM) format
with 24 bits and 48 kHz sampling rate. Regarding the spatial
characteristics of the microphone, a previous study reported
that the em32 has the highest directional accuracy com-
pared with all other high-order sound field microphones
[47, 48]. The SRCs used in this study, as shown in Fig.
3, are publicly available by request from the Higher-Order
Ambisonic Sound Scene Repository (HOA-SSR) Database
project page [17].6

2.4 Encoding
Stimuli were created using the audio-video encoding pro-

cess. Before video encoding, all video SRCs were con-
verted to raw YUV422 format and downgraded to playable
YUV420 format. Video stimuli were created with libx265

5Kandao Qoocam 8K camera was used for contents recorded
in small spaces, e.g., clip “CarWithChat (CC).”

6https://bit.ly/HOA-SSR-Dataset.
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Fig. 3. Equirectangular preview of audiovisual samples used in the study. (a) CarWithChat (CC), (b) ChamberMusic (CM), (c) Cross-
RoadNight (CRN), (d) DogBarking (DB), (e) HairDrying (HD), (f) LoungeBar (LB), (g) BurblingStream (BS), and (h) NatureThunder
(NTR).

(H.265/High Efficiency Video Coding) in FFmpeg using
three quantization parameters (QPs; 22, 27, and 37) and
three video resolutions (1,920 × 1,080; 3,840 × 1,920; and
6,144 × 3,072).

For the audio files, the first 16 channels were extracted
from the original files, representing ambisonic audio files
third order. Audio encoding was performed in FFmpeg us-
ing Advanced Audio Coding–Low Complexity (AAC-LC)
in five bitrates/channels (16, 24, 64, and 128 kbps and in the
original PCM format). All audio files were decoded into a
26-channel speaker system using the All-Round Ambisonic
Decoding algorithm proposed in [49], following the stan-
dard layout in [50]. The All-Round Ambisonic Decoding
algorithm is designed to be robust even with irregular loud-
speaker configurations (such as the one used in the study),
providing on average good energy conservation over all di-
rections and good localization acuity. The level of audio
playback for each encoded file was measured at a listening
position and subjectively calibrated by experts to be be-
tween 47.9 and 66.7 dB for the most comfortable listening
levels [51], depending on the samples.

2.5 Stage 2: Discrimination Tests
Three consecutive discrimination experiments were con-

ducted for the listening, viewing, and audiovisual tests as
a combination of the first two. As for the triangle test, six
balanced triads (AAB, ABA, ABB, BAB, BAA, and BBA)
should be presented to the assessors according to Standard
4120 [40] when conducting the test to determine the stimuli
A and B. The theoretical basis of this method has been well
discussed, e.g., in [52–54]. A random triad was selected
to be presented for each triad of stimulus. In general, the
number of trials Ntrials performed in the experiment can be
calculated by

Ntrials = nsystem − 1

2
× nsystem × nsample × nrepl , (1)

where nsystem refers to the encoding parameters, nsample is a
number of audiovisual samples, and nrepl is the number of
repetitions of the same triad. The number of triads and their
representations used for each discrimination experiment are
described as follows.

2.5.1 Experiment 1: Audio Quality Discrimination
From the HOA-SSR database, two audio excerpts

[DogBarking (DB) and NatureThunder (NTR)] were used
for the familiarization tasks, and four excerpts [HairDrying
(HD), BurblingStream (BS), CarWithChat (CC), and Cross-
RoadNight (CRN)] were used for the samples for all ex-
periments. With the motivation to enrich the samples with
musical character, two audio excerpts [Organ (ORG) and
Acappella (ACP)] were added from the 3D Microphone
Array Comparison recording dataset [55]. The selected
recording files were recorded at St. Paul’s Concert Hall
in Huddersfield using EigenMike em32. The dataset was in
raw ambisonic A-format, allowing signal processing identi-
cal to the HOA-SSR dataset. The encoding process resulted
in 10 triads for each excerpt, for a total of 60 triads [Eq.
(1)].

2.5.2 Experiment 2: Video Quality Discrimination
There were nine combinations of encoding parameters

in the video (three resolutions and three QPs). After calcu-
lating with Eq. (1), 21 of 36 possible triads were selected
for this experiment in terms of approximate difficulty level
according to the estimated perceptual distance, resulting in
a total number of 84 triads.

2.5.3 Experiment 3: Audiovisual Quality
Discrimination

The samples and configurations used in the audiovisual
part were identical to those used in the video quality part.
Three audio bitrates (24, 64, and 128 kbps) and three video
resolutions (1,920 × 1,080; 3,840 × 1,920; and 6,144 ×
3,072) were paired to produce different audiovisual levels.
Twenty-one out of 36 possible triads were selected for test-
ing, resulting in a total of 84 triads. A pilot experiment
was conducted to determine the character of the stimulus
selected and the level of difficulty for each triad in the au-
dio, video, and audiovisual discrimination test. A pair of
systems for testing the triads and estimated difficulty levels
are described in Tables 2−4.

All discrimination experiments were conducted in the
SenseLab listening room at FORCE Technology, which
is compliant with EBU Technical Report 3276 [56] and
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Table 2. Pairs for each stimulus triad in the triangle test for
audio quality discrimination test.

Pair System A System B Level

A01 16 kbps 24 kbps *
A02 16 kbps 64 kbps *
A03 16 kbps 128 kbps *
A04 16 kbps PCM *
A05 24 kbps 128 kbps *
A06 24 kbps PCM *
A07 24 kbps 64 kbps **
A08 64 kbps PCM **
A09 64 kbps 128 kbps ***
A10 128 kbps PCM ****

PCM = Pulse-Code Modulation.

Table 3. Pairs for each stimulus triad in the triangle test for
video quality discrimination test.

Pair System A System B Level

V01 qp22 4k qp37 4k *
V02 qp22 6k qp37 6k *
V03 qp27 2k qp27 4k *
V04 qp27 2k qp27 6k *
V05 qp27 4k qp37 4k *
V06 qp27 6k qp37 6k *
V07 qp22 6k qp27 4k *
V08 qp27 4k qp37 6k *
V09 qp22 4k qp37 6k *
V10 qp22 6k qp27 2k **
V11 qp27 6k qp37 4k **
V12 qp22 6k qp37 4k **
V13 qp27 2k qp37 4k **
V14 qp27 2k qp37 6k **
V15 qp22 4k qp27 2k **
V16 qp37 4k qp37 6k **
V17 qp27 4k qp27 6k ***
V18 qp22 4k qp27 6k ***
V19 qp22 4k qp22 6k ***
V20 qp22 4k qp27 4k ***
V21 qp22 6k qp27 6k ***

Recommendation ITU-R BS.1116-3 [6]. To avoid the oc-
currence of bias between auditory and visual memory, the
test order was audio, then video, and finally audiovisual.
SenseLabOnline 4.2 [57] was used to conduct the random-
ized double-blind trials and was used as the user interface
during testing. For all tests, the subject sat on a swivel chair
located in the acoustic sweet spot and was given the pad con-
troller to perform the test. The user interface was projected
onto the acoustically transparent screen for Experiment 1
and virtually projected into the HMD for Experiments 2
and 3.

2.6 Selection Criteria
For the selection process, assessors with normal hearing

and vision who could pass the video quality test with over
50% correct responses were selected. Additionally, intrin-
sic criteria should also be considered, such as personality
and personal motivation or enthusiasm [30]. The selection
criteria for hearing and vision are defined as follows.

Table 4. Pairs for each stimulus triad in the triangle test for
audiovisual quality discrimination test.

Pair System A System B Level

AV01 2k 128kbps 4k 128kbps *
AV02 2k 128kbps 6k 24kbps *
AV03 2k 128kbps 6k 128kbps *
AV04 2k 128kbps 4k 64kbps *
AV05 4k 24kbps 6k 64kbps *
AV06 4k 128kbps 6k 24kbps *
AV07 4k 64kbps 6k 24kbps *
AV08 2k 128kbps 4k 24kbps *
AV09 2k 128kbps 6k 64kbps *
AV10 4k 24kbps 6k 128kbps **
AV11 4k 24kbps 4k 128kbps **
AV12 4k 24kbps 4k 64kbps **
AV13 6k 24kbps 6k 64kbps **
AV14 6k 24kbps 6k 128kbps **
AV15 4k 64kbps 6k 64kbps **
AV16 4k 128kbps 6k 128kbps **
AV17 4k 128kbps 6k 64kbps ***
AV18 4k 64kbps 6k 128kbps ***
AV19 4k 24kbps 6k 24kbps ***
AV20 6k 64kbps 6k 128kbps ***
AV21 4k 64kbps 4k 128kbps ***

2.6.1 Hearing
A normal level of hearing was expected. Criteria defined

by Legarth and Zacharov [30], where a person’s hearing
level (HL) should be ≤15 dB HL for all frequencies, was
adopted. However, a deviation of 20-dB HL for one fre-
quency per ear was considered acceptable.

2.6.2 Vision
� No deficiency was detected in the test of color vision.
� Stereopsis was better than 250 s of arc and preferably

better than 50 s of arc.
� A visual acuity of 1.0 VAdec or higher was preferable,

which is equivalent to the 0.00 LogMAR or 20/20
Snellen test (ft). However, VAdec ≥0.8 or equal to
Snellen 20/25 was also considered normal visual
range according to [58] and is therefore still valid.

2.6.3 Basic Video Quality Test
A basic test of video quality was conducted to familiarize

participants with a specific video quality task. Although it
was a simple test with a pairwise comparison, it had a
steep compression distance and the presentation order was
highly adaptable depending on the previous response. This
condition can be very challenging for first-time users, and
therefore high expectations were not set. Participants had
to answer at least 50% of the responses correctly to pass.

2.6.4 Discrimination Tests
In the discrimination experiments with the triangle test,

difficulty is related to perceptual distance, resulting in the
encoding parameters of a stimulus pair shown in Tables
2−4. There were four levels in Experiment 1 and three
levels in Experiments 2 and 3, where levels 1–4 can be
expressed as 1: easy, 2: moderate, 3: difficult, and 4: very
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Table 5. Questionnaires related to quality of experience (QoE)
factors.∗

Q Questions and rating scale

Q1 How interesting is the sound you listen to from the
content being tested? How is your visual interest in the
content being tested? (1 = Boring, 2 = Uninteresting, 3
= Neutral, 4 = Interesting, 5 = Intriguing)

Q2 In your opinion, how easy was it to give an answer to
the selected audio file? In your opinion, how easy was
it to give an answer to the selected video file? (1 =
Very easy, 2 = Easy, 3 = Medium, 4 = Difficult, 5 =
Very difficult)

Q3 How is the level of dizziness or nausea for each content
during the VR viewing experiment? (1 = Very dizzy, 2
= Dizzy, 3 = Slightly dizzy, 4 = No dizzy, 5 =
Absolutely no dizzy)

Q4 Please rate how you feel the “Presence” was for each
content. Presence can be interpreted as a sensation of
being in the video environment that you watched. (1 =
Not at all, 5 = High presence)

difficult. Participants were not expected to give 100% cor-
rect answers on all tests, but there was a minimum score that
they had to achieve. The total number of correct responses
was expected to be at least as high as the total number of
pairs for an easy and moderate level for Experiment 1, and
an additional 50% of difficult levels for Experiments 2 and
3. Thus, the minimum threshold was 80%, 85%, and 85%
for Experiments 1, 2, and 3, respectively.

2.7 Factors Affecting Quality of Experience
Factors affecting quality of experience (QoE) when rat-

ing immersive multimedia were examined, e.g., personal
interest in each sample, difficulty in giving a rating, level of
dizziness and presence. In addition, the impact of the entire
selection process on cybersickness was investigated using
the simulator sickness questionnaire (SSQ).

2.7.1 Human−Content Related Aspects
The questions were adopted from [9] and presented to

participants to rate each sample using a five-point categori-
cal rating scale, as shown in Table 5. Questions were asked
after Experiments 1 and 2 for Q1 and Q2, after Experiments
2 and 3 for Q3, and after Experiment 3 for Q4 only.7 The
mean opinion score (MOS) with a 95% confidence inter-
val (CI) was calculated as the sum of Rn, the individual
score for a given stimulus of subject n, divided by the total
number of subjects N.

M O S =
∑N

n=1 Rn

N
. (2)

2.7.2 Simulator Sickness Questionnaire
Due to the fact that the experiments were lengthy and

involved exposure to multiple tests/modalities with omni-
directional media, a simulator sickness questionnaire (SSQ)

7Pre-test: before Experiment 1; mid-session: after Experiment
2; end-session/post-test: after Experiment 3.

was also evaluated using the SSQ in [59], which consists
of 19 associated symptoms rated on a 0–3 rating scale (0
= None, 1 = Slight, 2 = Moderate, and 3 = Severe). The
detailed use of the SSQ in VR research was described in
[60].

3 RESULTS OF THE ASSESSOR SELECTION
PROCEDURE EXPERIMENT

This section presents the results of the screening process
in Stage 2, including audiometry, visual screening, and dis-
crimination testing. The discrimination test data were sta-
tistically analyzed, and the method and results are also
discussed. To conclude the assessor selection procedure
proposed in the study, the selected assessors are indicated
by their SubjectID (S01−S45). An analysis of the factors
affecting the QoE is also presented.

3.1 Audiometry
Using the hearing threshold defined in SEC. 2.6.1, 39 and

42 participants passed the audiometry test for the left and
right ears, respectively. Thirty-nine participants (18 males
and 21 females), aged 18–43 years, passed the test for both
ears (mean = 28.0; SD = 4.4). Figs. 4(a) and 4(b) show the
HL curve for each frequency test for each ear, and Fig. 4(c)
shows the mean curves for both ears of selected participants
with a 95% CI.

3.2 Visual Tests and the Basic Video Quality Test
The results of the Ishihara color blindness test showed

that none of the participants were color-blind. In the vi-
sual acuity test using FrACT, the results of VAdec varied in
the range of 0.75−1.34 and a LogMAR between 0.13 and
−0.13. Note that a low number of VAdec or high number
of LogMAR indicates a loss of visual acuity. With a mini-
mum threshold of 0.9 VAdec, 42 participants (23 males and
19 females) with an age range of 18−43 years (mean =
28.7; SD = 4.8) passed the visual acuity test. Finally, 42
participants (21 males and 21 females) with an age range
of 22−43 years (mean = 28.8; SD = 4.6) passed the video
quality test. Of the 42 participants, eight participants had
a score of ≥25, and 23 participants had a score between
20 and 24. The highest score was 27 and was achieved by
participant S45.

3.3 Discrimination Tests
In connection with the answers to questions RQ1−RQ3,

two additional questions were posed related to the analysis
of the discrimination test:

� What is the percentage score distribution as a func-
tion of sample?

� Do individual participants rate each triangle triad
similarly?

In general, the triangle discrimination test can be ana-
lyzed with the percentage of correct answers by dividing
the number of correct answers of the pair X given by asses-
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Fig. 4. Audiogram hearing level (HL) in decibels for (a) left ear
and (b) right ear and (c) mean HL [with 95% confidence interval
(CI)] in both ears of selected assessors.

sor (n) by the total number of assessors (N), as in Eq. (3).

%correct =
∑N

n=1 Xn

N
× 100%. (3)

The number of pairs X was 60 in Experiment 1 and 84 in
Experiments 2 and 3. The use of absolute results, as shown
in Eq. (3), was demonstrated by Legarth and Zacharov [30]
and Kuusinen et al. [32] for each test performed in the
study. Additionally, a statistical analysis was performed in
[32] using a cumulative binomial probability and a Z-test.

The analysis based on the binomial test only, however,
can be refuted because of a Type I error, which is due to the
variance between trials. Therefore, the β-binomial model,
which may provide greater benefit in dealing with overdis-
persion if it exists, was employed. The β-binomial model
compounds β and binomial distributions and assumes that

probability of a correct answer, pc, in the binomial distri-
bution follows a β distribution with parameters α and β.
The probability function of the β-binomial distribution is
expressed as

Pr (x) =
(

n
x

)
�(α + x)�(β + n − x)�(α + β)

�(α + β + n)�(α)�(β)
, (4)

where �() denotes the gamma function, x denotes the num-
ber of correct answers, and n denotes the number of trials
on given observations, α > 0, β > 0, and x = 0, 1, ..., n. The
parameters α and β can be re-parameterized into a mean μ

of the binomial parameter pc, μ = α/(α + β), and a scale
parameter γ measuring the variation of pc, γ = 1/(α + β +
1). In order to estimate the parameters μ and γ, maximum
likelihood estimation can be used. Interested readers should
follow the computational steps in [61].

From here, the statistical difference test of the two sys-
tems (of each encoding pair), i.e., a test of the null hypoth-
esis H0: μ = μ0 against the alternative hypothesis HA: μ

�= μ0, can be performed. Hypothesis tests were computed
using the sensR package with R. According to [62], in
this case, the parameters are μ = pc and μ0 = pc0 = 1/3,
where the hypothesis tests are:

H0 : pc ≤ pc0 , there is no difference between two sys-
tems (encoding parameters).

HA : pc ≥ pc0 , there is a significant difference between
two systems (encoding parameters).

Fig. 5 shows the results of the responses to RQ1 and
RQ2 and the questions regarding the percentage of correct
answers and perceived discrimination of the participants to
the given stimuli during the experiment. Data were calcu-
lated for each sample and as a combination of all samples.
The p value was calculated using the β-binomial difference
test based on the null and alternative hypotheses. The p val-
ues were divided into six levels to determine the strength
of discrimination, where p ≤ 0.0001 represents high dis-
crimination or that the system pair is relatively easy to
discriminate (reject H0, accept HA), and conversely, a p
value close to or equal to 1 means that the task of finding
the difference was relatively difficult (accept H0).

As for the percentage of correct answers in Fig. 5, in Ex-
periment 1 (audio), it is clear from the participants’ point of
view that the pair A01−A07 is distinguishable, as shown
by the results of >75% for the individual and total sam-
ples. There is also agreement for the pair A10, for which
only about 30% of the participants could find the unique
stimulus. It is argued that pair A10 is very similar in terms
of quality, as evidenced by both the percentage level and
p = 1. A10 includes 128 kbps AAC-LC and PCM, where
it is very difficult to tell the difference between these two
bitrates. Note that the difference between 128 kbps and
PCM depends on the content of the sample and the criti-
cality of the sample. In a previous study reported by [63],
it was found that the objective difference grade calculated
by the PEAQ algorithm for the AAC codec is −0.15 (the
objective difference grade range is from −4 to 0, where 0
represents perceptually lossless quality) [64]. Also, a sub-
jective listening test presented in [65] showed that there was
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Fig. 5. Bar plot of the percentage of correct answers (%) in relation to p value from β-binomial difference test for each pair of system.

no statistical difference between the 160 kbps AAC-LC and
uncompressed audio files.

On the other hand, the pair A08 and A09 has a lower per-
centage compared to A01−A07, whose percentages vary
depending on the sample. The stimuli with pure music
(ORG), ambient noise (CRN), and low-frequency ambient
noise with speaker (CC) were more difficult to distinguish.
The audio sample has a contribution to the difficulty level
corresponding to 1) the type of sample (music, ambient
sound, speech, white noise, singing, and nature sounds)
and 2) the frequency distribution [wide-range (HD), spe-
cific range (speech/CC), low-frequency dominance (BS and
CRN)].

In Experiment 2 (360◦ video), the percentage decreases
with the number of paired systems and varies with the sam-
ple. The pair V17−V20 has a lower percentage compared
to the pair <V17, except for the clip BS, where the percent-
age decreases from V20. It is noticeable that V21 has the
lowest percentage in all samples and has 0.001 < p ≤ 0.01
in the clips CC and HD, which means that the significant
difference between the two systems was still noticeable.
According to Table 3, it can be said that the pair containing
4K, 6K, QP22, and QP27 as encoding parameters in the
system has a lower discrimination level or is less different.

Finally, the results in Experiment 3 (audiovisual) showed
a similar trend where the percentage decreases across the
system triad. However, the sample analysis shows a large
variation, for example, in the clip BS, whose results are

relatively high for all pairs (∼90%). Clips CC and HD
show a similar distribution when trending downward, ex-
cept for CC AV18 and AV19. In comparison, clip CRN
shows a different distribution because of the lower values
in AV11−AV14.

See Table 4; AV11 and AV12 both have 4K video resolu-
tion, but they differ in audio bitrate (AV11: 24 vs. 128 kbps;
AV12: 24 vs. 64 kbps). They have a similar pair as AV14
and AV13, except that the video resolution is 6K for AV13
and AV14. It appears that clip CRN is less discriminating
than other clips, which will be discussed later in QoE factor
analysis. This is because clip CRN consists of an outdoor
scene with multiple objects and sound sources. A fact that
A11>A14 and A12<A13 can be argued that assessors paid
more attention when evaluating lower quality stimuli. This
can be even more difficult when the distinction between
audio is smaller (e.g., the small distance between audio bi-
trates), as in AV20 and AV21, which compare 64 kbps with
128 kbps at the same video resolution (6K and 4K for AV20
and AV21, respectively). In terms of p value, the authors
argue that clip CRN has lower discriminative power and
lower percentage in many pairs with p =1 in AV11, AV20,
and AV21 and 0.1 < p ≤ 1 in AV13.

3.4 Selected Panels
Because one of the main goals of this study was to pro-

pose a framework for selecting assessors for immersive
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Fig. 6. Percentage of correct answers for each assessor on the discrimination tests of (a) audio, (b) video, and (c) audiovisual.

audiovisual quality experiments, here, assessors’ perfor-
mance during their participation in all three experiments
(RQ3) is evaluated. The performance of each participant in
rating the ith pair N for the jth M sample can be calculated
as follows:

%correct =
∑M

i=1

∑N
j=1 Xi, j

M × N
× 100%. (5)

To answer RQ3, Fig. 6 shows the results from Eq. (5)
in three experiments, plotted by subjects (y axis) and per-
centage of correct answers (x axis). The bar graph was
arranged in descending order to facilitate identification of
unsuitable candidates. As mentioned earlier, the minimum
scores of ≥80%, ≥85%, and ≥85% were set for Exper-
iments 1, 2, and 3, respectively, and are drawn with a
dashed line.

In Experiment 1, the percentage range is between 63%
and 93%. There were seven participants (S36, S26, S25,
S31, S35, S07, and S10) who failed the test with a per-
centage range of 63%−78%, and three participants (S20,
S22, and S28) had a score within the threshold of 80%. In
Experiment 2, on the other hand, the percentage range was
between 76% and 100%. Two participants (S24 and S07)

were able to perform perfectly, and only two participants
(S43 and S17) failed. It can be assumed that the perceptual
discrimination of the video was relatively high, because
participants were able to discriminate almost all given tri-
ads. This result confirms the previously described content
analysis in conjunction with Fig. 5.

Finally, for Experiment 3, the range was from 69.0% to
97.6%, with eight participants (S10, S43, S09, S10, S06,
S13, S32, and S35) failing the test with a percentage score
below the threshold of 85%. S17 and S43 had scores below
72%, consistently failed both the video and audiovisual
experiments, and were therefore rejected. The remaining six
subjects with scores of ≥80% in the video and audiovisual
experiments can still be considered a selected assessor for a
new group because the scores are close to the threshold. The
minimum target can probably be met by additional training
sessions and reassessment.

Using the results of Stage 2, the selection criteria were
strictly applied to all 45 participants to form a group of se-
lected assessors. Twenty-six participants (14 males and 12
females) with an age range of 22−36 years (mean = 27.2;
SD = 3.2) fully met all selection criteria. Thus, a selected
assessor in the group has a high potential to receive further
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Fig. 7. Mean opinion scores for each factor influencing quality of experience (QoE) including (a) interest level, (b) difficulty level, (c)
dizziness level, (d) presence level, and (e) percentage of simulator sickness questionnaire (SSQ) score. MOS = mean opinion score.

training and become a member of an expert group. How-
ever, it cannot be guaranteed that all assessors will perform
sufficiently to achieve expert status. Therefore, an oversized
alternative group of selected assessors is needed as a con-
tingency. Each person in the alternative group passed all
basic discrimination tests (audio, video, and audiovisual)
but failed either the audiometric or visual screening tests.
This alternative group consisted of six assessors (five males
and one female) with an age range of 18−38 years (mean
= 30.5; SD = 7.0).

3.5 Factors Affecting QoE
Five content-related factors affecting QoE were analyzed

and presented in Figs. 7(a)–7(e), including interest in con-
tent, difficulty of content, dizziness, presence, and SSQ.
Regarding the assessment of interest in Fig. 7(a), ACP and
ORG have relatively similar auditory interest scores, fol-
lowed by BS, CC, CRN, and HD for Experiment 1. BS and
CRN have slightly similar visual interest, followed by CC
and HD. It is also evident that BS, as with a nature scene,
can elicit both high auditory and visual interest. In contrast,
HD has the lowest score for both interests. CRN has high
visual interest but low auditory interest, whereas the oppo-
site is true for CC. It is argued that CC has speech content
that arouses people’s interest in informative sound, whereas

CRN has a city setting with a lot of visual information to
explore during the experience.

In terms of difficulty scores in Fig. 7(b), it can be seen
that although BS can arouse interest, BS is less difficult for
both modalities, implying that discrimination is relatively
high. In contrast, HD is less interesting but relatively diffi-
cult to judge. This condition is similar to CRN’s for visual
perspective, which proved to be the most difficult scene
of the group to judge. It was also found that the quality
of speech-related content (CC) was relatively difficult to
judge but kept people interested. For musical content, ACP
tended to be slightly more distinguishable than ORG, as
indicated by the difficulty MOS.

For Experiments 2 (in the middle of the session) and 3 (at
the end of the session), dizziness was measured after each
experiment. According to the dizziness score in Fig. 7(c),
the scores at the end of the session were generally higher
than at the middle of the session for all observed scenes.
However, MOS is still somewhat low in both cases (MOS <

2.5). The dynamic scene, CC, caused more dizziness than
the static scenes, especially for the nature scenes. However,
there is an indirect relationship between the difficulty level
of a dynamic scene and dizziness, as in CC, but high interest
with a low difficulty level can lead to lower dizziness, as in
BS. However, CRN and HD have almost the same score in
both cases.

Fig. 8. eGauge [66, 67] plots for perceptual evaluation of (a) audio quality and (b) video quality.
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The presence score in Fig. 7(d) shows that CRN could
provide the highest presence, followed by CC and BS (MOS
> 3.5), and HD had the lowest score (MOS = 2.5) compared
with the others. It can be concluded that this is because of
the fact that HD is considered a low-interest content, as
shown in Fig. 7(a). Finally, the SSQ scores are drawn in
Fig. 7(e) and analyzed for nausea (N), oculomotor (O),
disorientation (D), and total score. The score is the ratio
of the total score for each symptom to the maximum score
multiplied by the weights defined in [59] and is expressed
as a percentage. It can be seen that the post-test scores
(after Experiment 3) are always higher than the pre-test
scores (before Experiment 2). However, all symptoms and
total scores are considerably low <12.5% , with symptom
O having the highest score compared with the others. In
general, no sickness issue was found in the discrimination
experiments in Stage 2, indicating that the experiment is
feasible.

4 CONFIRMATORY EXPERIMENT

To draw a conclusion about the effectiveness of the pro-
posed procedure addressed in RQ4, a perceptual quality
experiment was conducted to investigate whether

� A group of selected assessors could also obtain re-
liable results using another type of test, such as the
rating scale method, and

� The performance of a group of selected assessors is
statistically more accurate than that of failed asses-
sors.

Eighteen selected assessors (A01−A18) were invited to
perform audio, video, and audiovisual tests. Six samples,
namely CC, CM, DB, HD, LB, and NTR (see Fig. 3), were
used for the experiment. Bitrate encoding was implemented
for the audio samples in 16, 32, and 64 kbps and PCM per
channel using AAC-LC. Video samples were encoded using
libx265 in FFmpeg at three resolutions (6,144 × 3,072;
3,840 × 1,920; and 1,920 × 1,080) and four QPs (0, 22,
28, and 34). The experiment was in full factorial design
and was run over multiple stimuli with a hidden reference
without an anchor. The playback of the system and user
interface used in the experiments were the same as in the
assessor selection experiments.

To confirm the first condition, a post-screening analysis
was performed by computing the eGauge [66, 67] of the
experiments. Replication was also considered by analyzing
how each assessor performed in the test based on their
reliability and discrimination scores, as depicted in Figs.
8(a) and 8(b). It can be seen that all the selected assessors
were in the upper threshold range, indicating statistically
good performance in general. Four assessors (A01, A11,
A14, and A17) and one assessor (A12) had rather higher
performances compared with the others in audio and video
quality test, respectively. According to the variability, the
assessors were put into three groups (G2, G3, and G4),
each consisting of six assessors, based on the region of their
position in the reliability-discrimination plot. To satisfy the

second investigation, a group of six assessors (G1) who
had not passed the selection procedure were also invited
to participate in the same experiments. In the analysis, two
additional groups were defined as baselines: G5, which
represents all selected assessors (G2−G4, n = 18), and G6,
which represents all assessors (G1−G4, n = 24).

4.1 Result 1: Listening Test
Results are shown in Figs. 9 and 10 for the audio, video,

and audiovisual experiments. For the listening test in Fig.
9(a), the range of scores assessed by G1 is smaller than that
of G2−G4; the range increases in proportion to expertise
between G2−G4. Similarly, precision increases from G1
to G4, as indicated by the CI. G1 shows the largest CI,
whereas G4 has the smallest CI, for all audio bitrates. A
small distinction can be seen for the difficult part between
32 and 64 kbps, where G1 shows a barely discernible dif-
ference between the two conditions. G2 performs slightly
better results with respect to MOS but continues to over-
lap in CI. In contrast, G3 and G4 could show a significant
difference between these conditions.

In summary, all assessors in G2−G4 improved in terms
of CI and mean score, regardless of assessor type. This
is not a surprise, because all assessors have high eGauge
discrimination and reliability scores, indicating that they are
contributing reliable and discriminatory data to the dataset.
G5’s MOS generally fall between G2 and G4. When G1 is
added to G5, the MOS at the lowest and highest bitrates
are similar to G2 but with a lower CI. At 32 and 64 kbps,
the results are only slightly different from G5. The results
suggest that adding 25% of incompetent assessors could
improve the CI while maintaining discrimination.

4.2 Result 2: Video Quality Test
The result of the video quality test is presented in Fig.

9(b). In general, the difference in performance between the
groups is relatively insignificant, although the CI values for
all encoding levels are relatively low. This common match
can be interpreted as human sensitivity to a visual stimulus,
which could elicit a common match more quickly than re-
ception with an auditory stimulus. However, G1 generally
fails to discriminate between QP22 and QP28 at 2K reso-
lution, as shown by the scarce result at the mean CI. The
CI is relatively low at the lowest (2K-QP34) and highest
video quality (6K-QP0), whereas it varies for all encoding
parameters. These encoding levels, i.e., 4K-28 and 6K-34,
result in an overlap of perceived quality and show an in-
significant difference between the two conditions as the CI
increases.

4.3 Result 3: Audiovisual Quality Test
Fig. 10(a) shows the effect of video resolutions over au-

dio bitrates on the mean opinion rating G1−G6. In general,
the contribution of improving audio quality compared to
increasing video resolution is relatively smaller than the
difference in perception. A significant difference between
moderate audio quality (≥32 kbps) is only observed for
high-resolution video (≥4K) and a large number of asses-
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Fig. 9. Comparison of Mean: 95% confidence interval (CI) between six groups for (a) listening quality and (b) video quality. PCM =
Pulse-Code Modulation.

sors (G5−G6). In groups with few assessors, the quality
becomes transparent between 64 kbps and PCM for the
same video resolution. When audio quality is very poor (16
kbps), improving video resolution from 4K to 6K results in
an insignificant difference in perception.

The difference between each group lies in the ability
to distinguish different audio qualities at the same qual-
ity level of a video. As far as this discrimination ability is
concerned, the result increases from G1 to G6. At 2K and
4K resolutions, it can be seen that G1 is not able to dis-
tinguish audio quality from 32 kbps to PCM. Additionally,
a relatively similar result was obtained by G1 at 6K reso-
lution with 64 kbps and PCM. G2 is able to improve the

perceptual difference by up to 64 kbps but could not dis-
tinguish between 64 kbps and PCM, especially at 2K and
4K resolutions.

Fig. 10(b) shows the effect of video QPs and audio bi-
trate on the average opinion rating by G1−G6. In general,
increasing audio quality above 64 kbps does not improve
perceptual quality in QP28 and QP34. Similarly, an im-
provement in video quality from QP22 to QP0 does not
lead to a significant improvement in perceived quality at
audio bitrates of 16 and 32 kbps. As for group perfor-
mance, G1 fails to discriminate audio quality at low and
medium video quality (QP 22−QP34), whereas G2 fails at
low video quality (QP28−QP34).

Fig. 10. Comparison of Mean: 95% confidence interval (CI) between six groups in relation to audio bitrate with (a) video resolution and
(b) video quantization parameter (QP) in audiovisual quality assessment. PCM = Pulse-Code Modulation.
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5 CONCLUSION

The present study presented and validated a procedure for
selecting assessors to evaluate perceptual quality in immer-
sive multimedia applications. Forty-five participants were
selected in the pre-selection stage (Stage 1). Finally, 26 of
the 45 participants passed Stage 2 and were included as
selected assessors.

Basic audiovisual screening revealed that participants
had audiometric HLs of 35 dB to −10 dB, no color blind-
ness was detected, and participants had normal visual depth
(VAdec = 0.75−1.34). Perceptual discrimination with a tri-
angle test and β-binomial analysis revealed that the per-
centage of correct responses depended on a sample and
parameter encoding of the stimulus triads. Low discrimina-
tion (p ≥ 0.05) was found under the following conditions:

� Pair A10 (128 kbps−PCM) in Experiment 1;
� Identical video resolution with one-step QP, i.e., pair

V20−V21 in Experiment 2; and
� Identical video resolution combined with audio bi-

trate ≥24 kbps, i.e., AV11−AV13 and AV20−AV21
in Experiment 3.

When assessing factors affecting QoE, interest scores
tended to be inversely proportional to difficulty scores but
proportional to presence scores. Dizziness and SSQ showed
a similar trend, increasing from the first to the second eval-
uations, but both had relatively low scores. These results
indicate that the sickness caused by the experiments is very
low, so the proposed procedure is considered feasible.

Additionally, modest confirmation experiments were
conducted and analyzed to compare the failed assessor
groups with the selected assessors who had different levels
of discrimination and reliability categorized by the eGauge.
It can be seen that G1 tends to perform less reliably on all
tests, as evidenced by a narrow perceptual range, a wide CI,
and low discrimination ability. The performance of each
group improves with increasing reliability. Adding a num-
ber of assessors does not differ in MOS but improves CI
accuracy. In the audiovisual experiment, the contribution
of audio quality was relatively smaller than that of visual
quality.

Although the confirmatory study was based on a small
sample of participants, the results suggest that the selected
assessors were more reliable in the rating scale method and
showed statistically more accurate performance in the au-
dio, video, and audiovisual quality experiments. This sug-
gests that the proposed method may provide an advantage
for future selection procedures.

6 LIMITATION AND FUTURE WORK

The study presented in this paper and its results are ap-
plication agnostic. The proposed procedure should not be
overlooked as a gold standard for various immersive mul-
timedia applications. Instead, it provides an overall picture
for the selection process that has been proven to work in
this case, in which quality has been defined generally in

terms of compression schemes. The authors argue that this
proposal is still applicable in the case in which the def-
inition of quality is similar. However, when completely
different systems or artifacts are included, e.g., for param-
eters related to the temporal aspect of video (e.g., frame
rates and buffering), audio spatialization (number of play-
back channels and binaural rendering method), audiovisual
asynchrony, attribute evaluation, etc., at least two strategies
can be suggested.

First, if a panel of selected assessors is available, the next
step is to continue the framework shown in Fig. 1 by training
the panelist with different evaluation schemes depending
on the case, as recommended in [19]. The example of this
augmentation process is presented in [28] from the original
GLS procedure [27]. Second, if the panelist is not available
because there is no prior selection process, and the naive
assessor is invited, it is recommended that the candidates
be trained to the “initiated assessor” level and continue the
training with the study of interest [30, 32].

It should be emphasized that the assessor selection pro-
cess may have direct utility for practitioners and researchers
who routinely conduct perceptual evaluation and seek rela-
tively consistent results with a smaller number of assessors.
Although this procedure offers some benefit for the long-
term use of qualified assessors, it should be recognized that
using this procedure means adding a full stage at the begin-
ning of the development phase. Depending on the purpose
of the study and time and cost constraints, it may make
more sense to use naive assessors and maintain statistical
power with a higher number of assessors.

Future work should aim to investigate the application of
this selection procedure to a wide range of multimedia ap-
plications, ranging from simple audiovisual cues to high-
fidelity multisensory environments (3D light field video,
VR, augmented reality). In terms of improvements, it would
be interesting to develop a threshold mechanism for asses-
sor selection that can be used universally for audio, video,
and audiovisual tests. It might be useful to examine a range
of audiovisual content categorized by different character-
istics to understand the relationships between content and
perceptual responses. The development of objective mea-
sures to represent perceptual distance and the introduction
of a more robust approach to the evaluation process are also
strongly recommended. Finally, a panel of assessors with
high discriminative ability and reliability can improve the
quality of the data and be very useful for more accurate
prediction in machine learning.
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