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Audio Augmented Reality (AAR) aims to augment people’s auditory perception of the real
world by synthesizing virtual spatialized sounds. AAR has begun to attract more research in-
terest in recent years, especially because Augmented Reality (AR) applications are becoming
more commonly available on mobile and wearable devices. However, because audio aug-
mentation is relatively under-studied in the wider AR community, AAR needs to be further
investigated in order to be widely used in different applications. This paper systematically
reports on the technologies used in past studies to realize AAR and provides an overview of
AAR applications. A total of 563 publications indexed on Scopus and Google Scholar were
reviewed, and from these, 117 of the most impactful papers were identified and summarized in
more detail. As one of the first systematic reviews of AAR, this paper presents an overall land-
scape of AAR, discusses the development trends in techniques and applications, and indicates
challenges and opportunities for future research. For researchers and practitioners in related
fields, this review aims to provide inspirations and guidance for conducting AAR research in
the future.

0 INTRODUCTION

Augmented Reality (AR) technology aims to seamlessly
blend computer-generated virtual content with the physical
environment so that the virtual content appears fused with
the real world [1]. AR can enhance people’s perception of
and interaction with their surroundings and can also help
them more easily perform real-world tasks [2]. Over the
past few decades, technological advancements have signif-
icantly increased the adoption of AR technology in a wide
range of application domains, including industrial main-
tenance [3, 1, 4, 5], education [6–8], gaming [9, 10], and
collaborative work [11–15].

An important affordance of AR technology is its ability
to augment human senses [16] so that people can interact
with virtual objects and scenes as easily as they do with
the physical world. However, the overwhelming majority
of AR research has been focusing on visual augmentation
[17–19]. Audio Augmented Reality (AAR) remains rela-
tively under-explored. In AAR, virtual auditory content is
blended into the physical world to augment the user’s real
acoustic environment. To mimic real-world auditory per-

ception, virtual sounds are usually binaurally spatialized
(along with reverberation if required) to create a realistic
sense of direction and distance.

AAR technology has a remarkable potential for creating
effective and immersive AR experiences, for the following
reasons:

1. Diversity of sound content: Different types of audio
content can provide the user with rich information.
For example, speech conveys information to address
questions and issue commands, whereas non-speech
beacons and alerts inform operation status of ap-
plications and notify users of new messages [20].
Sounds created for AAR applications are thus capa-
ble of conveying a range of information based on the
context in which they occur.

2. Localization and immersive experience: Given hu-
man binaural hearing in three dimensional space
[21], AAR can provide users with an enhanced
sense of immersion by spatializing virtual sounds
that recreate distance, direction, and spectral cues,
which can play a critical role in several situations.
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For example, if AAR applications provide alarms,
users may first hear a threat to their safety and move
away from the danger promptly.

3. Ubiquitous hardware: Hardware capable of deliver-
ing AAR experiences is readily available. For ex-
ample, mobile devices with powerful computing ca-
pabilities (like smartphones) can be used to com-
pute virtual sounds and deliver high-quality immer-
sive audio experiences. Users can access these ex-
periences using readily available off-the-shelf head-
phones [20]. These devices can be conveniently used
to deliver AAR experiences [20].

Given these reasons, it is unsurprising that AAR technol-
ogy has begun to attract a greater amount of research inter-
est. The availability of devices that are capable of deliver-
ing real-time AAR experiences has further spurred interest
in this field. For example, Apple AirPods Pro,1 Samsung
Galaxy Buds Pro,2 and JBL Quantum ONE3 can enable
accurate spatialization of virtual sounds because of their
integrated modules for head tracking.

Overall, AAR is a promising field yet still relatively
under-studied in the wider AR community. Moreover, tech-
nologies required to realize AAR make it more difficult to
implement audio augmentation in AR scenarios than in Vir-
tual Reality (VR) scenarios. More specifically, in VR, using
pre-designed virtual scenes can simplify the rendering of
audio content, whereas creating virtual sounds in the phys-
ical world and adapting them to the user in real time is
more complicated in AR. For example, the user’s pose with
respect to the environment should be tracked to spatialize
sounds properly, and the environmental acoustics should
be updated according to the user’s movements in the space.
AAR technologies and AAR usability still need to be in-
vestigated and considerably improved in order to be widely
applied and accepted by end users.

This paper, as one of the first surveys of its type, aims
to provide a systematic overview of AAR. It aims to mo-
tivate the wider AR community to actively consider audio
augmentation in the delivery of informative and immer-
sive experiences. This review focuses on spatialized rather
than monophonic virtual sounds. To better reflect the au-
ralization process in real-world situations, the integration
of simulating the real environmental acoustics is also con-
sidered in this review. In summary, this paper makes the
following contributions:

1. Providing one of the first comprehensive summaries
to facilitate a systematic understanding of AAR
technology and its development over the past few
decades.

2. With a focus on spatial sound-related AAR, this pa-
per identifies five functional components of AAR
systems and discusses techniques to implement these
functions.

1https://www.apple.com/airpods-pro/.
2https://www.samsung.com/us/mobile/audio/galaxy-buds-pro/.
3https://www.jbl.com.sg/gaming/QUANTUMONE.html.

3. Based on published studies, this paper identifies
seven application domains where AAR has shown
to be practical or has the potential to make a signifi-
cant difference.

4. Discussing future research challenges and opportu-
nities for making AAR more beneficial and accept-
able.

The rest of this paper first explains the methods em-
ployed for paper selection and the review process. Follow-
ing this, technologies used for developing AAR systems
are reviewed. The application domains of AAR technology
are then reviewed, and finally, future research directions to
advance AAR development are discussed.

1 METHODOLOGY FOR PAPER SELECTION
AND REVIEWING

This section outlines the process for selecting and re-
viewing papers. The potential limitations of this process
are also discussed.

1.1 Paper Selection and Review
This survey paper aims to provide a comprehensive re-

view of the existing AAR landscape. The Scopus bib-
liographic database was first searched, and then Google
Scholar was searched to include more related work, both of
which have been commonly used for previous AR reviews
[17, 22, 23].

Papers published in conferences and journals up until
November 2021 were considered. A start date for the search
was not specified in order to cover early works as well. Table
1 lists the search terms used for paper collection. Note that
the search terms cover two distinct aspects of AAR:

1. Technologies: This part covers the different tech-
nologies that have been used to realize AAR. To
binaurally spatialize virtual sounds, AAR systems
should include three functional components: user-
object pose tracking, room acoustics modeling, and
spatial sound synthesis. Two other important tech-
nologies for creating AAR systems are also re-
viewed: interaction technology and display technol-
ogy. Interaction technology refers to how the user
provides input (e.g., touch screen input) to enable or
adjust AAR applications. Display technology refers
to how the virtual sounds are output to end users
(e.g., only audio via earphones, through handheld
displays together with visual content).

2. Application domains: This part covers AAR appli-
cations over a given time period in a number of real-
world use cases. The use of generic search terms
such as “user study” and “experiments” allowed for
gathering a larger set of papers and examine the
various types of AAR applications proposed and/or
implemented by researchers.

J. Audio Eng. Soc., Vol. 70, No. 10, 2022 October 789

https://www.apple.com/airpods-pro/
https://www.samsung.com/us/mobile/audio/galaxy-buds-pro/
https://www.jbl.com.sg/gaming/QUANTUMONE.html


YANG ET AL. PAPERS

Table 1. Search terms used for collecting publications.

Technologies “Audio Augmented Reality”
“Augmented Reality” AND “Audio

Augmentation”
“Augmented Reality” AND “Head

Pose Tracking”
“Augmented Reality” AND “User

Pose Tracking”
“Augmented Reality” AND “Pose

Tracking”
“Augmented Reality” AND “Acoustics

Modeling”
“Augmented Reality” AND “Room

Acoustics”
“Augmented Reality” AND “Acoustic

Effect(s)”
“Augmented Reality” AND

“3D/Spatial Sound Synthesis”
“Augmented Reality” AND “3D

Audio/Sound”
“Augmented Reality” AND “Spatial

Audio/Sound”
“Augmented Reality” AND “HRTF”
“Augmented Reality” AND

“Audio/Auditory Interaction”
“Audio Augmented Reality” AND

“Interaction”
“Augmented Reality” AND

“Audio/Auditory Display”
“Audio Augmented Reality” AND

“Display”

Application domains “Audio Augmented Reality” AND
“Study/-ies”

“Audio Augmented Reality” AND
“User Study/-ies”

“Audio Augmented Reality” AND
“Pilot Study/-ies”

“Audio Augmented Reality” AND
“Experiment(s)”

HRTF = head-related transfer function.

The terms were searched in the title, abstract, and key-
words fields to identify relevant literature. The full text
of each paper was read to identify its suitability for this
survey, and papers were excluded for two reasons: 1) The
primary research theme/objective of the paper had little to
do with the reviewed topics. 2) A few works added mono-
phonic sounds, whereas this survey focuses on spatial vir-
tual sounds. For example, [24] provided monophonic audio
description in a tourist guide application that users heard
through earphones.

After filtering out papers according to their research
theme and content, the impact of each remaining paper
was considered to ensure that representative and influen-
tial work was being reviewed. To this end, every paper’s
average citation count (ACC) [17] was calculated. For pa-
pers published before 2020, 96 papers with ACC ≥ 2.0
were included. The remaining papers published in 2020
and 2021 were chosen to be included regardless of their
ACC because most of them were still too new to accrue a
significant citation count.

Overall, 117 papers were reviewed, of which 62 pre-
sented a complete AAR system through which the user

can perceive virtual spatialized sounds in the given scenes.
From these 62 papers, the technologies used to implement
AAR and the domains in which they were applied are sum-
marized. The remaining 55 papers did not demonstrate the
development and/or use of complete AAR systems. Instead,
they proposed algorithms, methods, or techniques for im-
plementing one specific AAR component. The proposed
techniques were not adequately covered in the existing
complete AAR systems, therefore, these papers are also
reviewed in the related sections.

1.2 Limitations
Two limitations that might influence the thoroughness

of this review are identified. First, this review focuses on
research studies rather than commercial practices, so some
works that can also been involved (e.g., some white papers
and patents) might not be covered by the Scopus database
and Google Scholar. Second, the authors strove to collect
all related papers by using the search terms in Table 1.
However, some papers might only use other keywords such
as “Mixed Reality” to describe AR-related research. Nev-
ertheless, the search terms should have covered a large
proportion of the work that is relevant to AAR technology
and its applications.

2 MAJOR TECHNOLOGIES FOR CREATING AAR

This section discusses the technologies used to develop
the AAR systems mentioned in the reviewed literature. Pre-
vious research [25] has indicated that tracking, interaction,
and displays form the main components of typical AR sys-
tems. In addition to these, two technology components are
specifically needed for AAR: room acoustics modeling and
spatial sound synthesis. For papers that presented a com-
plete AAR system, the technologies used for each com-
ponent are summarized in Table 2. Note that some works
did not specify or include some technology components, so
these were represented by “···” in the table.

Fig. 1 shows percentages of the methods that were used
to realize each technology component of the AAR systems
listed in Table 2. In the remainder of this section, a detailed
review for each of these five technologies is provided.

2.1 User-Object Pose Tracking
In the context of AAR, to guarantee that virtual sounds

are correctly spatialized from real locations, tracking
specifically refers to tracking the user’s location, orien-
tation, and relative pose to the desired audio source. Table
2 shows that 43% of the works implemented tracking us-
ing a single type of sensor, among which visual tracking
is the most commonly used method (58%). For AAR sys-
tems using visual tracking, a typical approach is to detect
and track visual features from input video frames to calcu-
late the current pose. Although some works employ natural
images captured from unmodified environments (e.g., [26,
27, 28]), others exploit specifically designed fiducial mark-
ers (i.e., image markers that serve as references) that are
pre-allocated in the space (e.g., [29, 30, 31]).
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Table 2. Summary of the technologies used in the 62 complete AAR systems. Categories in each column are clarified in more detail in the corresponding sections.

Paper Tracking method Interaction method Display method Acoustics modeling Sound spatialization

Bederson [55] Infrared tracking Implicit Audio only ··· ···
Mynatt et al. [56] Infrared tracking Implicit Audio only ··· ···
Behringer et al. [88] GPS-inertial tracking Voice input/game pad HMD ··· AudioTechnica ATW-R100

receivers
Sawhney and Schmandt [89] Static head position Voice input/button Audio only ··· ···
Walker et al. [83] ··· Mouse scroll Audio only ··· Microsoft DirectX with

generic HRTFs
Härmä et al. [102, 103] ··· Implicit Audio only Artificial

reverberation
Measured BRIRs

Sundareswaran et al. [98] GPS-inertial tracking Implicit HMD ··· Off-the-shelf engines with
generic HRTFs

Tachi et al. [99] Visual tracking Implicit HMD ··· ···
Hatala et al. [68] RFID-visual tracking 3D tangible interface Audio only ··· ···
Terrenghi and Zimmermann

[57]
RFID tracking Implicit Audio only Artifical reverberation Generic HRTFs

Zhou et al. [29] Visual/acoustic-inertial tracking Implicit HMD ··· OpenAL with generic
HRTFs

Zhou et al. [90] Visual tracking Foldable AR book HMD ··· ···
Zotkin et al. [105] Visual tracking ··· PC display Computed IRs Selected HRTFs
Hatala and Wakkary [69] RFID-visual tracking 3D tangible interface Audio only ··· ···
Walker and Lindsay [81] ··· Keyboard input Audio only Artificial

reverberation
Generic HRTFs

Fröhlich et al. [145] GPS-inertial tracking Implicit Audio only Outdoor ···
Sodnik et al. [30] Visual tracking Implicit HMD ··· OpenAL using generic

HRTFs
Tonnis and Klinker [79] ··· Implicit Head-up display ··· Surrounding speakers
Walker and Lindsay [61] GPS-inertial tracking Implicit Audio only ··· Generic HRTFs
Grasset et al. [38] Visual tracking 3D tangible

interface/gaze input
Handheld display ··· ···

Liarokapis [82] Visual tracking Keyboard/mouse/touch
screen

HMD ··· OpenAL using generic
HRTFs

Stahl [62] GPS-inertial tracking Slider on GUI Mobile device Outdoor ···
Wakkary and Hatala [70] RFID-visual tracking 3D tangible interface Audio only ··· ···
Wilson et al. [146] GPS-inertial tracking 2D scrolling interface Audio only Outdoor ···
Zimmermann and Lorenz [58] RFID tracking Implicit Audio only Artifical reverberation ···
Heller et al. [72] UWB-inertial tracking Implicit Audio only ··· OpenAL using generic

HRTFs
Kern et al. [80] ··· Implicit PC display ··· ···
Blum et al. [91] GPS-inertial tracking 3D tangible interface Audio only Outdoor OpenAL using generic

HRTFs
Katz et al. [65] Visual-inertial tracking Implicit Audio only Outdoor ···

(continued on next page)
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Table 2. (Continued)

Paper Tracking method Interaction method Display method Acoustics modeling Sound spatialization

McGookin et al. [84] GPS-inertial tracking Touch screen Mobile device Outdoor ···
Ribeiro et al. [66] Visual-inertial tracking Implicit Audio only Pre-modeled room Generic HRTFs
Vazquez-Alvarez et al. [92] GPS-inertial tracking 3D tangible interface Audio only Outdoor JAVA JSR-234 using

generic HRTFs
Blum et al. [51] Inertial tracking 3D tangible interface Audio only ··· PureData using generic

HRTFs
Langlotz et al. [71] GPS-visual tracking Touch screen Mobile device Outdoor Stereo sound panning
de Borba Campos et al. [123] ··· ··· Audio only ··· Stereo sound panning
Heller et al. [78] Retroreflective tracking Implicit Audio only Artificial

reverberation
OpenAL using generic

HRTFs
Blessenohl et al. [26] Visual tracking Implicit Audio only ··· Generic HRTFs
Ruminski [31] Visual tracking ··· Mobile device ··· ···
Chatzidimitris et al. [59] GPS tracking Touch screen Mobile device Outdoor OpenAL using generic

HRTFs
Heller et al. [52] Inertial tracking Implicit Audio only ··· KLANG using generic

HRTFs
Russell et al. [73] UWB-inertial tracking Implicit Audio only Outdoor 3DCeption using generic

HRTFs
Heller and Schöning [63] GPS-inertial tracking Implicit Audio only ··· KLANG using generic

HRTFs
Kim et al. [86] ··· Touch screen HMD ··· ···
Lim et al. [85] ··· Touch screen Mobile device Outdoor ···
Schoop et al. [27] Visual tracking Implicit Audio only Outdoor Stereo sound panning
Sikora et al. [64] GPS-inertial tracking Touch screen Audio only Outdoor Generic HRTFs
Huang et al. [100] Visual tracking ··· HMD Outdoor Generic HRTFs
Rovithis et al. [60] GPS tracking Gesture control Mobile device Outdoor SceneKit using generic

HRTFs
Yang et al. [37] Retroreflective tracking Implicit Audio only Pre-modeled room Generic HRTFs
Bandukda and Holloway [148] ··· Implicit Audio only ··· ···
Cliffe et al. [106] Visual tracking Implicit Audio only Pre-recorded

soundscape
Generic HRTFs

Joshi et al. [149] ··· ··· Audio only ··· ···
Kaghat et al. [53] Inertial tracking Gesture control Audio only ··· Generic HRTFs
Lawton et al. [122] ··· ··· Audio only Outdoor Surrounding speakers
Mattheiss et al. [104] ··· Implicit Audio only Artificial

reverberation
Individual and generic

HRTFs
May et al. [147] ··· Implicit Audio only ··· Generic HRTFs
Sagayam et al. [87] Visual tracking Touch screen Mobile device Pre-modeled room Generic HRTFs
Yang et al. [101] Visual tracking Implicit HMD ··· Generic HRTFs
Chong and Alimardanov [169] ··· Implicit Audio only Outdoor Generic HRTFs
Comunita et al. [67] Visual-inertial tracking Implicit Mobile device Pre-modeled room Generic HRTFs
Guarese et al. [54] Inertial tracking Implicit HMD ··· Generic HRTFs
Kaul et al. [28] Visual tracking Implicit Audio only ··· Generic HRTFs

*AAR = audio augmented reality; HMD = head-mounted display; HRTF = head-related transfer function; IR = impulse response; RFID = radio frequency identification; UWB = ultra wideband.
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Fig. 1. Overview of the technologies used in the reviewed audio augmented reality (AAR) systems. BRIR = binaural room impulse
response; HMD = head-mounted display; HRTF = head-related transfer function; RFID = radio frequency identification.

The fact that visual tracking is most popular could be
largely due to the development of computer vision tech-
niques. More specifically, advancements in vision sensors
(e.g., stereoscopic depth cameras [32] and RGB-D camera
sensors [33–36]) have enabled increasingly accurate pose
tracking. Moreover, computer vision tracking algorithms
have been studied for decades and are relatively mature.
Furthermore, visual tracking can be implemented in many
forms (e.g., inside-out tracking [26], outside-in tracking
[37], tracking for small-scale desktop scenes [38] and large-
scale outdoor places [27], etc.). Therefore, visual tracking
can be used in many different application scenarios. In the
AR community, some visual tracking methods have been
used in AR systems for vision augmentation [39, 32, 40–43,
33, 34, 44, 45, 35, 46–50, 36], and they are also feasible for
AAR systems.

Inertial sensors appear to be the second-most–used sen-
sors in AAR systems that used a single sensor type for
pose tracking (19%) [29, 51, 52, 53, 54]. Inertial sensors
usually involve accelerometers and gyroscopes to track the
position and orientation of an object relative to a known
starting point, orientation, and velocity. Note that because
the drift issue may cause significant errors especially for
position tracking, these AAR systems used inertial sensors
for the three-degrees-of-freedom orientation tracking in a
small area where the user barely changed location.

In addition to visual and inertial sensors, some other sen-
sors have also been employed for AAR tracking. Two in-
door AAR systems used infrared transmitters and receivers
[55, 56] and another two indoor AAR systems used radio
frequency identification (RFID) technology [57, 58]. Fur-
thermore, GPS has been used in two outdoor AAR systems
to determine the user’s location [59, 60].

Although some AAR systems have successfully used a
single sensor type to track the user’s pose, each sensor type
has limitations that might restrict its deployment in some

scenarios. For example, visual tracking is not feasible in
low-light environments, in spaces with occlusions, or when
power consumption is critical [20]. To achieve robust track-
ing in various environments, researchers have also explored
hybrid techniques that fuse several kinds of sensors.

Table 2 shows that 34% of the AAR systems employed
hybrid pose tracking approaches, with the most popular
combination being GPS and inertial sensors (53%; e.g.,
[61–64]). These implementations were typically designed
for large spaces or outdoor environments, where GPS sen-
sors can be used for localizing the user’s position and the
inertial sensors can be used to determine the user’s head
orientation. The reviewed AAR systems demonstrate an-
other five hybrid tracking approaches. A total of 14% of the
AAR systems fused visual and inertial sensors [65–67], and
14% fused visual and RFID sensors [68–70]. Additionally,
one AAR system used GPS-visual tracking [71], whereas
another demonstrated acoustic-inertial tracking [29]. Two
AAR systems used an implementation of ultra-wideband–
inertial tracking [72, 73].

It can be seen that hybrid tracking improves tracking ac-
curacy by combining the strengths of different sensor types.
For example, inertial sensors are commonly used for mea-
suring orientation in the wider tracking community, and
81% of the hybrid methods exploited inertial sensors. GPS
and visual sensors are more commonly used for determin-
ing the user’s position. Although visual sensors are more
flexibly used for different scales of scenes, GPS fits better
in large environments or outdoor spaces.

Overall, the AAR systems show that mainstream user-
object pose tracking approaches are based on visual, iner-
tial, and GPS sensors. This trend is, in general, aligned with
the popular tracking methods in the wider AR community.
However, the authors find it surprising that acoustic track-
ing and acoustic-inertial tracking, which have been used in
a few AR systems [74–76], were rarely exploited by AAR
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systems. When using acoustic sensors for pose tracking,
acoustic signals can be emitted from one or several sound
sources and received by microphones that are attached on
the object or user to be tracked. The authors see the poten-
tial to employ acoustic sensors for pose tracking in AAR
systems. As some earbuds are now equipped with acoustic
and motion sensors [77], using acoustic or acoustic-inertial
tracking might be a lightweight and convenient solution
for implementing AAR systems on wearable devices. More
will be discussed about acoustic sensor-based tracking as a
future research direction in SEC. 4.

2.2 Interaction Technology
Interaction refers to how the user initiates or responds to

an AAR system and how the system dynamically reacts to
the user’s actions. To this end, AAR systems must incorpo-
rate input methods that allow users to choose and activate
the audio augmentation content or adjust the presentation
of the audio augmentation (e.g., adjust the volume).

Among the reviewed AAR systems, 49% of them im-
plemented “implicit” interaction. Implicit interactions with
AAR systems refer to those that are not actively initiated by
the user. Instead, the system reacts to the user’s surround-
ings and their actions in the environment and provides the
desired virtual sounds. Users’ actions serve as the only
inputs to the AAR system. Such implicit interaction is typi-
cally used in localization and navigation services (e.g., [30,
72, 78, 27]). Because the user does not need to control
devices or objects to provide explicit commands, implicit
interaction is convenient and helpful for visually impaired
individuals (e.g., [26, 54]) or when the user is engaged in
an attention-critical task (e.g., driving [79, 80]). However,
implicit interaction does not allow users to flexibly control
the audio augmentation at will.

More proactive interaction modes are shown in the rest
of the AAR systems. Traditional 2D user interfaces were
implemented in 22% of the AAR systems, such as a GUI
[62], keyboard [81, 82], mouse [83, 82], and touch-screen
input [82, 84]. Some AAR systems (8%) designed a mobile
application or game for the user’s interaction on the touch
screen [59, 85, 86, 64, 87]. By actions such as clicking
buttons and selecting items on menus, the user can activate
the AAR service, change virtual audio content, and adjust
the audio presentation as they prefer.

Some AAR systems (8%) employed more natural user
interfaces. For example, the user can directly provide voice
commands to select or adjust the audio content [88, 89].
Hand gestures [60], head gestures [53], and eye gaze [38]
were other common types of natural body input for AAR
systems. For example, the user can control the audio volume
by swinging their head to the left or right [53].

Finally, the authors noticed that 12% of the AAR systems
employed novel, application-associated 3D tangible user
interfaces [68, 90, 69, 38, 70, 91, 92, 51]. For example, in an
exhibition, users could choose the virtual audio content at a
specific position by rotating a physical cube to that direction
[68, 69]. Some other AAR systems used mobile devices
(e.g., smartphones) as the manipulating interface [91, 92,

51]. For example, users can tip the phone to switch between
“stop” and “listen” mode [51]. In an AR book application,
the book was designed to be foldable for interaction [90].
More specifically, appropriate audio content will be played
accompanying visual animations in a pre-defined sequence
when the user unfolds the book into a specific state [90].

Overall, a variety of interaction methods have been
demonstrated in the reviewed AAR systems. These interac-
tion methods can be used to choose and activate the desired
audio augmentation content or adjust the presentation of
the audio augmentation. However, most AAR systems in-
tegrated pre-designed virtual audio content that was not ed-
itable during run-time by using the interaction techniques.

2.3 Display Technology
Display technology, in the context of audio reproduction,

refers to the hardware used to present sounds to a user.
This may be in the form of loudspeakers, headphones, and
earphones, among other methods used to deliver sound.
Among the reviewed AAR systems, 61% of them included
only audio augmentation (“audio only” in Table 2). In these
cases, virtual sounds were rendered on computing devices
(e.g., smartphones, tablets, and PCs) and then delivered to
the user via wired/wireless headphones or earbuds or bone-
conducted headsets. The virtual sounds can help users finish
some tasks or provide users with a better experience. For
example, spatialized sounds can indicate the direction and
distance in a navigation application [92].

For AAR displays, acoustic hear-through is an impor-
tant functionality for some applications in which there
already exist real environmental sounds apart from those
added virtually. If the real sounds are wanted, acoustically-
transparent devices can be used so that real sounds can
pass through unaltered for natural fusion with the virtual
sounds [93–95]. In some other cases, real sounds might be
unwanted and thus supposed to be reduced or removed.
For example, for users to clearly hear spatialized naviga-
tion cues through earphones when riding bicycles outdoors,
environmental wind noise was attenuated [96, 97].

Some AAR systems also integrated visual augmenta-
tion in addition to audio augmentation, which require other
display methods for the user to comprehensively experi-
ence the augmented environment. Some systems (18%)
employed head-mounted displays (HMDs) [88, 98, 99, 29,
90, 30, 82, 86, 100, 101, 54], whereas others (16%) imple-
mented handheld displays (such as smartphones, tablets,
and some other handheld devices) [38, 62, 84, 71, 31, 59,
85, 60, 87, 67] to enable users to perceive virtual visual
and auditory content together. For applications like driving
simulation, head-up display [79] and PC display [80] were
equipped in the environment to simulate an inside-car situ-
ation. When visual augmentation was also included, users
could perceive virtual sounds using the device-integrated
speakers (e.g., Magic Leap One [101]). Alternatively, addi-
tional headsets or earbuds could be connected to the display
devices for delivering virtual sounds like in the audio-only
cases.
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Overall, AAR systems mainly included audio-only dis-
plays or audio-visual displays. Off-the-shelf headsets or
earbuds have been most commonly used to deliver vir-
tual sounds. Newer display devices such as miniature loud-
speaker arrays placed close to ears, as seen in the HoloLens
[54] and Magic Leap [101], also started to gain popularity.
The choice(s) of display technology is heavily dependent on
the nature of the application and whether the augmentation
of other sense(s) is needed.

2.4 Room Acoustics Modeling
For the purpose of this review, room acoustics modeling

technology specifically pertains to AAR systems used in
indoor environments. The need for this technology com-
ponent stems from peoples’ natural auditory perception of
the real world. The perception of the same sound in differ-
ent environments can vary drastically, even if the relative
pose stays the same. This is because the acoustic properties
of an environment (e.g., room geometry, surface materials,
etc.) influence sound propagation and affect how the user
perceives the sound source width, externalization, spectral
characteristics, etc. These acoustic properties are unique
to each environment. For users to perceive virtual sounds
like they physically “belong” in the environment, an AAR
system should model the room acoustics when rendering
virtual sounds.

A typical approach to room acoustics modeling is to ac-
quire the impulse response (IR) of the environment. An IR is
a function that describes how the environment would influ-
ence the sound propagation from the source to the listener.
Convolving the IR and a “dry” version of the sound results
in a virtual sound source that is colored by the acoustic
properties of the environment it occupies.

Among the reviewed AAR systems, 27% focused on out-
door environments, which did not include room acoustics
modeling. In fact, to embed virtual sounds seamlessly in
a real environment, appropriate reflection modeling is also
important for outdoor applications. However, these works
did not involve such reflection modeling in their systems.

Among the remaining 45 AAR systems, 73% of them
did not include or specify the room acoustics modeling
component, which might be because of the following three
reasons: 1) Some systems used virtual spatial sounds for
vivid presentations (e.g., to play messages at different spa-
tial locations around the user’s head based on their time
of arrival [89]). In these applications, a strong association
with the environment in which the user was located was not
required. Therefore, integrating room acoustics did not add
much value to the user experience. 2) Some AAR systems
aimed to provide localization or navigation services (e.g.,
[72, 26, 52]). Researchers focused on rendering 3D loca-
tions or directions, and room acoustics modeling did not
significantly influence the user’s perception of the source
location, especially when the application was designed for
small-scale scenes (e.g., a desktop [30]). 3) Some AAR sys-
tems that integrated acoustics effects did not specify how
or what was used to simulate acoustic environments.

The remaining 12 systems involved room acoustics mod-
eling, but most of them did not provide their implementa-
tion details. Some works mentioned that they modeled some
artificial reverberation [102, 103, 57, 81, 58, 78, 104]. Arti-
ficial reverberation simulates sound wave propagation phe-
nomena in an environment such as reflection and diffusion,
which can create the feeling of being in an indoor environ-
ment. However, because they did not mention the imple-
mentation details of creating such artificial reverberation, it
is difficult to determine how well the added reverberation
matched the real environment.

Four works implemented room acoustics modeling by
first creating a virtual 3D room model that corresponded
to the real environment and then simulating room acous-
tics based on the room model [66, 37, 87, 67]. One work
mentioned that they computed IRs in a rectangular room
by using an extended image source method for several
source-receiver pairs [105]. Another work [106] integrated
pre-recorded audio clips with their room acoustics (e.g.,
concert hall and drama scenes). Switching between these
audio clips could then create the feeling of being immersed
in a different indoor environment.

In general, room acoustics has been ignored or probably
not modeled well enough in many of the systems. Although
the reviewed AAR systems did not present much about
room acoustics modeling, research on acoustics modeling
has been conducted for years and some methods have the
potential to be further explored and integrated into future
AAR systems.

As mentioned above, one can first create a desired 3D
room model that includes geometry modeling and surface
material identification and then model the environmental
IRs by simulating the sound wave propagation in the space.
To this end, visual inputs from cameras can be used to re-
construct 3D environment models [107–111] and recognize
materials [109, 111]. Apart from vision-based approaches,
acoustics-based methods can also be used for geometry
modeling and material classification. For example, smart-
phones can be used to receive ultrasonic chirps to recon-
struct the environment geometry and estimate the sound
absorption coefficients of indoor surface materials [112].
Based on the modeled geometry and the classification of
materials, some computational techniques can be applied
to generate the desired IRs [113]. In addition to the ge-
ometry and material-based sound propagation simulation
approaches, it is also possible to exploit parametric meth-
ods for statistically coding desired IRs [114]. It is pos-
sible to statistically code a sound field because much of
the perceptual quality of virtually rendered sounds can be
quantified by a few critical acoustic parameters (e.g., re-
verberation time) [114]. Compared to a complete sound
propagation simulation based on the geometry and surface
material properties, the parametric coding method may run
faster and have lower computational requirements.

In summary, although research on room acoustics mod-
eling has been active for a long time, little of it has been
implemented in AAR systems. One reason could be that
some room acoustics modeling methods are computation-
ally expensive [109–111] or require additional measure-
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ments in the application environments [111, 114], which
makes them difficult to be used for interactive AAR appli-
cations in arbitrary environments. From another perspec-
tive, it has been analyzed that room acoustics modeling
played a less important role in some AAR systems, and
thus this component was little considered when designing
the system. The authors argue that appropriate room acous-
tics modeling can significantly improve the user’s immer-
sive experience in some applications, such as AR-facilitated
remote collaboration and exhibition tour. Thus, exploring
computationally-efficient and conveniently-implementable
solutions remains an important future research topic. More
discussions about future work will be presented in SEC. 4.

2.5 Spatial Sound Synthesis
Spatial sound synthesis technology aims to synthesize

virtual sounds that can be externalized like they are present
in the user’s real environment versus “inside-the-head”
[115]. A key aspect of this is being able to process sounds
in a way that the spectral and binaural characteristics of
sounds delivered through headphones or earphones mimic
those of sounds that are incident on the ears in the real
world.

A classic technique is ambisonics recording and repro-
duction [116–118]. The sound of interest is first recorded
using microphone arrays that typically consist of a large
number of homogeneously distributed microphones [119–

121]. Thereafter, depending on the user’s real-time location
in the environment, the recorded sound field can be repro-
duced from the desired source location. Such reproduction
can be implemented through spatially distributed real loud-
speakers such as [79] and [122] did in their AAR systems.

In order to conveniently use AAR applications in envi-
ronments that are not pre-equipped with real loudspeakers,
virtual sounds are better delivered through off-the-shelf or
specifically designed headsets or earphones. Three works
implemented a stereo sound panning [71, 123, 27] tech-
nique. This technique assigns a piece of monophonic sound
to the left and right audio channels with time and level dif-
ferences, which creates the illusion of width and space for
the user. However, stereo panning sounds are usually per-
ceived as localized inside the head rather than outside in the
space, causing an unnatural fusion of virtual sounds with
the real environment. In these works, because of their spe-
cific application settings [71] or the use of bone-conduction
headset in streets [27], the stereo panning technique was
able to provide a reasonable performance. In more gen-
eral cases, more precise localization and externalization of
virtual sounds should be achieved through binaural spatial-
ization.

Binaural spatialization reproduces audio in a manner that
mimics auditory perception with two ears in the real world.
Binaural spatialization can be achieved through various
processes such as equalization, delay filters, or convolu-
tion with head-related transfer functions (HRTFs) [124].
An HRTF is typically formulated as a function of the sound
source position and its spectral distribution [125]. More
specifically, an HRTF describes how a sound emitted from

a location in the space will reach the eardrum after the
sound waves interact with the listener’s anatomical struc-
ture such as head and torso [125]. There is a pair of HRTFs,
one for each ear. Because people are anthropometrically
different, the HRTFs associated with each individual tend
to be unique. Acquiring precise HRTFs for each person
usually requires laborious measurements in strictly con-
trolled environments, along with a lot of equipment such as
multiple speakers, etc. Fortunately, because many people’s
anatomical structures are largely similar, previous works
have shown that using a pair of generic HRTFs of an av-
erage head or those of a “good localizer” [126, 127] can
produce perceptually adequate virtual sounds for a large
group of users [128–130].

Of the reviewed AAR systems, 54% implemented bin-
aural spatialization with generic HRTFs. Some of these
systems used open-source or freely available spatial audio
engines, such as OpenAL [29, 30, 82, 72, 91, 78, 59] and
KLANG [52, 63]. However, the auralization details of the
spatial audio engines are not available, and some of these
systems did not specify the auralization principles or the
audio engines they used for binaural spatialization.

Instead of using generic HRTFs, users may select the
most suitable HRTFs for themselves from a dataset of pre-
measured HRTFs (e.g., MIT HRTF database [131], CIPIC
HRTF database [132], SADIE II HRTF database [133])
[134]. Among the AAR systems that have been reviewed,
Zotkin et al. [105] selected HRTFs for each user by measur-
ing the user’s anthropometric parameters and then finding
the closest match in their HRTF database.

Although generic or similar HRTFs can work well for
many users, some studies have shown that personalized
HRTFs demonstrate significantly better results, especially
if users demonstrate a high sensitivity of auditory localiza-
tion or if their anatomical structures are far from average
[135–137]. Among the AAR systems that have been re-
viewed, one work [104] measured HRTFs for some users
and used these individual HRTFs to render binaural audio
for these users.

So far, it has been summarized how most of the reviewed
AAR systems used binaural spatialization (with generic,
similar, or individual HRTFs) to synthesize virtual auditory
sources. For users to experience an immersive auditory ex-
perience in the environment, or to have a better localization
performance [138], one should integrate room acoustics
modeling into spatial sound synthesis. One approach to this
is by combining environmental IRs and HRTFs [139] when
rendering virtual sounds. Alternatively, researchers can di-
rectly measure a user’s binaural room impulse responses
(BRIRs) in the environment of interest, which integrate
room acoustics and the user’s personal auditory perception
[140, 141] in one measurement. To avoid the complexity of
in-situ measurements, it is also possible to simulate percep-
tually plausible BRIRs [142]. Among the reviewed AAR
systems, only one of them chose to measure each user’s
BRIRs for binaural audio rendering [102, 103].

Overall, it can be seen that most AAR systems have
used open-source engines and generic HRTFs when creat-
ing binaural sounds that users can perceive through normal
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headsets or earphones. In comparison, personalized HRTFs
or BRIRs have not been widely used in the existing AAR
systems, which could be partly because of the difficulty
of acquiring personalized HRTFs or BRIRs in reality. Be-
cause room acoustics modeling was ignored in most of the
AAR systems, spatialized virtual sounds might be perceived
without appropriate engagement in the real environment. To
seamlessly blend virtual sounds with the physical world, the
technologies of room acoustics modeling and spatial sound
synthesis should go hand in hand in AAR implementations.

2.6 Summary
In this section, the five major technologies for creating

AAR systems have been reviewed. From the above discus-
sions, some general trends of AAR technologies over the
past decades are summarized.

User-object pose tracking: Around 43% of the AAR
systems used a single type of sensor for pose tracking.
However, to guarantee a more robust pose tracking in dif-
ferent environments, hybrid tracking methods that exploit
the strengths of different sensor types were more favored.
For hybrid tracking, visual sensors, inertial sensor, and GPS
have been used most.

Interaction technology: Implicit interaction was most
commonly used in the reviewed AAR systems, followed by
traditional 2D interfaces, 3D tangible interfaces and natu-
ral body inputs. Interaction technologies have been mainly
used to activate or adjust a pre-designed virtual sound clip
rather than editing the sound signal during run-time.

Display technology: Most AAR systems only aug-
mented the user’s auditory sense, for which the virtual
sounds were delivered to the user via headsets or earbuds.
Around 40% of the AAR systems combined audio and vi-
sual augmentation, for which other display methods (e.g.,
HMDs and handheld displays) were used.

Room acoustics modeling: Around half of the reviewed
AAR systems did not include the room acoustics modeling
component. Moreover, those that included room acoustics
modeling tended to only create some approximate artifi-
cial reverberation effects. Additionally, 27% of the AAR
systems aimed for outdoor applications, and none of them
modeled outdoor reflections.

Spatial sound synthesis: Around half of the reviewed
AAR systems created spatial sounds using generic HRTFs.
Only a few works employed the user’s BRIRs or the user’s
individual HRTFs.

SEC. 4 will identify and discuss important future research
directions to promote AAR technologies and advance AAR
applications.

3 APPLICATION DOMAINS OF AAR
TECHNOLOGY

In SEC. 2, technologies used to create AAR systems were
reviewed. In this section, a range of different real-world
applications for AAR technology is reviewed.

Fig. 2. Number of publications from 1995 to 2021 for each appli-
cation domain.

Based on the literature reviewed, applications for AAR
can be broadly divided into seven categories. Most of the
reviewed AAR systems have been lab work, and a handful
of these are available to be used as systems or services in the
real world. These application domains include navigation
and location-awareness assistance, augmented environmen-
tal perception, presentation and display, entertainment and
recreation, telepresence applications, education and train-
ing, and healthcare. There can be some overlap between
these categories. For example, in some telepresence appli-
cations (e.g., Mixed Reality remote collaboration), the user
needs to localize objects or the other user [101], which in-
volves navigation. In such cases, the work is categorized
mainly according to its goal and targeted application sce-
narios of the original study.

To provide an overview of AAR applications, Fig. 2
shows the number of publications from 1995 to 2021 for
each application domain, highlighting an overall increase
in the number of AAR studies. This is especially true
for applications in navigation and location awareness, fol-
lowed by entertainment and recreation. This reflects, in
many ways, the gradual commercial and research interest
in these domains and how it has grown over time with
the advent of technology capable of supporting AAR. It
was also noticed that several application domains have be-
gun to attract more research interest in recent years, such
as education and training and healthcare. In the following
subsections, each application domain will be reviewed in
more detail.

3.1 Navigation and Location-Awareness
Assistance

Given the nature of binaural hearing, navigation and
location-awareness assistance appears to be the most pop-
ular application of AAR technology. Human beings have
a limited field-of-view (FoV) of approximately 120◦ either
side of the median plane and about 60◦ above and below
the plane that passes through the eyes. However, this range
encompasses the entire FoV, which also includes periph-
eral vision [143, 144]. Generally, human vision is the best
within an approximately 60◦ horizontal and vertical arc in
the front. Most of the understanding of the environment out-
side this “window” tends to come from surrounding sounds
[143, 144]. A large part of AAR applications attempts to
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Fig. 3. Audio augmented reality (AAR) system presented in [66].
This system used visual-inertial tracking, implicit interaction,
audio-only display, pre-modeled room reverberation for acoustics
modeling, and generic head-related transfer functions (HRTFs)
for binauralization. (a) is adapted from Fig. 2 and (b) is Fig. 3 in
[66].

exploit this natural form of auditory perception to provide
information to users.

Spatialization of virtual sound sources can assist with
prompt localization of targets, in particular when the targets
are outside the user’s FoV. Some researchers have used
spatialized auditory beacons to provide coarse directional
guidance [26, 63, 80], whereas more work aimed to direct
the user to specific objects or landmarks [88, 98, 105, 145,
30, 79, 61, 62, 146, 65, 92, 51, 78, 31, 73, 27, 37, 104,
147, 54]. Some experiments have demonstrated adequate
localization accuracy when directed to an object or position
by spatialized virtual sound sources [30, 78, 26, 52, 73, 63,
37, 104]. These experiments demonstrated a promising and
intuitive use of AAR technology for navigation and also
established the foundation for some other applications, such
as augmented environmental perception and telepresence
applications.

In this application domain, several projects specifically
focused on warning systems. They used spatial sounds to
indicate the locations of safety threats [98] or the directions
of imminent dangers while driving [79]. Furthermore, the
function of navigation and location-awareness assistance
could especially help visually impaired people [26, 54].

3.2 Augmented Environmental Perception
AAR technology could assist visually impaired people

in understanding the ongoing events or notice surrounding
objects in their environment [56, 146, 91, 66, 147, 28]. Note
that although environmental perception is largely based on
the awareness of direction or object locations, it is more
about providing users with an overall understanding of their
environment. For example, [66] developed an AAR system
(see Fig. 3) that can describe surrounding objects (e.g., stuff
on a table and furniture in a hallway) to users, and the audio
messages are rendered from the object locations.

3.3 Presentation and Display
Some research used spatial sounds to vividly convey mes-

sages [89, 71] or create a certain ambience [100]. For exam-
ple, calendar items could be played to the user from different
directions to remind them of events at corresponding hours
[83]. Similarly, messages could be played at different spa-
tial locations around the user’s head based on their time of
arrival [89]. In these applications, spatial sounds are proba-

bly not associated with specific objects or the space where
the user is, but such a presentation or display could en-
rich the user’s perception of their surrounding activities or
events so that they could conveniently select items, receive
messages, or monitor progress [89, 83].

Some other researchers have created spatial soundscapes
to immerse users in specific scenes [100]. For example, the
soundscape of a city scene could be rendered to augment
a 360◦ visual panorama [100]. Overall, AAR technology
can enrich the presentation of information and enhance
interaction by engaging the user more effectively.

3.4 Entertainment and Recreation
Entertainment and recreation has also been a popular

application for AAR technology. Two major scenarios in
this category are summarized.

The first popular scenario is exhibition scenes, including
museums [55, 68, 57, 69, 58, 123, 106, 53], cultural her-
itage displays [72, 67], and archaeological sites [84, 64].
In such scenarios, AAR technology could be used to spa-
tialize the preface or background knowledge and vividly
introduce exhibits or re-direct visitors’ interest [57, 68, 69,
70, 84, 106, 67]. Alternatively, some implementations use
AAR technology to augment the exhibits or scenes them-
selves by adding content-related virtual sounds [72, 64, 53].
For example, the operating sound of printers was virtually
added and spatialized to accompany an old printer exhibit
in an exhibition at the MAM Museum [53].

Moreover, AAR technology could also be used in mo-
bile games [59, 60]. In these applications, spatial sounds
were used to either provide navigation cues [59] or render
content-related soundscapes [60].

3.5 Telepresence Applications
AAR technology has also been implemented in several

telepresence applications [99, 29, 101]. In such applica-
tions, spatial audio was commonly used to augment the vir-
tual avatars/objects and enable people to easily distinguish
who is speaking in a multi-party setting [99, 29, 101]. This
assists with remote collaboration tasks and enhances the
feeling of human presence.

3.6 Education and Training
AAR technology has been applied in several educa-

tional scenarios to impart knowledge and convey informa-
tion more vividly and effectively [90, 82, 84, 85, 122, 87].
The most popular application is storytelling using AR/MR
books [90, 38]. The content and characters in the book could
be augmented by story-related spatial sounds, thus improv-
ing reader experience and retention of the book. Such a
vivid storytelling application was also deployed at cultural
heritage sites to enhance visitor experience [85].

Another educational application is to augment the teach-
ing material to help students acquire a better understanding
of underlying concepts [82, 87]. For example, the revolu-
tion pattern of the solar system was presented with 3D audio
effects to help students understand the concepts with im-
pressive illustrations [87]. Moreover, AAR technology has
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also been used to augment natural soundscapes to enhance
public understanding of the natural world [122].

Another novel application of AAR technology is tele-
coaching for fast-paced tasks such as training users to play
tennis [86]. This coaching application is based on the func-
tion of navigation and localization using spatial sounds.
More specifically, the user’s coach could initiate a spatial
audio instruction that guided the user to hit the ball toward
a specific direction or a spot. In the future, it might inspire
more applications in sports training, given the advantage of
directional and timing guidance by spatial sounds.

3.7 Healthcare
Healthcare is a relatively new application domain of

AAR technology. For example, a spatial soundscape that
demonstrates natural elements in open spaces could be used
to enhance people’s connection with the nature, which could
benefit their mental and physical well-being [148]. Such an
implementation creates the illusion of staying in outdoor
environments, which can be especially useful when ven-
turing outside is not possible. Furthermore, this might help
visually impaired people who find it difficult navigating
outdoor environments to remain indoors and experience
some aspects of an outdoor natural surrounding [148]. In
another example, researchers proposed to bring the restora-
tive benefits of outdoor environments to indoor spaces by
creating virtual natural soundscapes, which can help to deal
with geriatric depression [149].

4 FUTURE RESEARCH DIRECTIONS

The previous two sections reviewed technologies used to
build AAR systems and the application domains in which
AAR has been studied. Specifically, five technology com-
ponents are needed for implementing AAR, namely, user-
object pose tracking, interaction technology, display tech-
nology, room acoustics modeling, and spatial sound syn-
thesis. The increasing research interest in AAR technology
has prompted the exploration of its application across seven
domains. Among these, navigation and location-awareness
assistance has been the most popular application type. In
recent years, a significant number of novel applications
have also been developed for entertainment and recreation,
education and training, healthcare, etc.

From the papers that have been reviewed, a number of im-
portant future research directions, which will be discussed
in this section, are identified.

4.1 Future AAR Technologies
4.1.1 Tracking

Based on the papers reviewed, it is seen that a number
of different sensor types have been used for pose tracking
in AAR systems, including visual sensors, inertial sensors,
and GPS. However, some pose tracking approaches require
an environment to be equipped in advance to enable track-
ing (e.g., retroreflective tracking using a Vicon system [78,
37]), which limits the use of AAR applications in arbitrary
environments. Some pose tracking approaches ask the user

to put on some form of obtrusive tracking apparatus (e.g.,
visual tracking using HMDs [29, 30, 101]). This is nec-
essary in some application scenarios such as when visual
and auditory augmentation is needed together. However,
using HMDs might modify the user’s HRTFs, thus impact-
ing their AAR experience [150, 151] Furthermore, using
HMDs might also be physically uncomfortable and not so-
cially acceptable [152], which limits the use of AAR.

Therefore, the authors suggest that future research
on pose tracking could investigate approaches using
lightweight but powerful wearable devices that have already
been adopted by consumers. For example, earables, which
refer to wearable devices around the ear and head such
as hearing aids, earbuds, and electronics-embedded glasses
[153], are becoming increasing popular. Example devices
include Nokia eSense [77, 154] and Bose Frames.4 These
devices are typically equipped with acoustic and motion
sensors that can be exploited for tracking the user’s position
and orientation. Moreover, such devices are typically in the
form of earbuds or glasses, which can be conveniently used
for audio delivery in everyday work and life. Therefore, it is
possible to integrate pose tracking and spatial audio delivery
into a single device and perform the required computation
on the device too. However, there might be trade-offs in
terms of power consumption and latency, which requires
further research and development in the future.

4.1.2 Interaction and Display Technologies
Approximately half of the AAR systems that have been

reviewed implemented implicit interaction. This form of
interaction is well suited to certain scenarios, such as when
performing an attention-critical task. Moreover, visually
impaired people might find implicit interaction helpful, but
an implementation of voice input or a well-designed tan-
gible interface is recommended to allow for more flexible
and personalized control of the system. Future research can
also explore real-time audio editing using interaction tech-
nologies, which might open up more opportunities to enrich
AAR systems and their applications.

Although interaction and display are two distinct aspects
of AAR systems, there exists a close functional relation-
ship between the two. For example, [85] deployed their
AAR system on mobile device while enabling interaction
via a mobile application. Most of the current AAR sys-
tems use audio-only displays. Future research direction for
display technology could focus on the integration of sev-
eral senses into one AAR system. For example, if using
electronics-embedded glasses in AAR applications, visual
augmentation and vibrations might be added to enrich the
user’s experience.

4.1.3 Room Acoustics Modeling
As covered in SEC. 2, most of the AAR systems that have

been reviewed did not include a room acoustics modeling

4https://www.bose.com/en_us/products/frames.html.
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component. Those that included this component tended to
model rough artificial reverberation to only create the feel-
ing of being in a room. However, as has also been discussed,
some research has studied room acoustics modeling meth-
ods, but these methods have not been employed in the AAR
systems yet. When modeling environmental acoustics for
AAR applications, one must take into account the com-
putational costs and quality of the modeled acoustic envi-
ronment. Computationally efficient approaches are favored
because the desired room acoustics could vary in real time
and need to be adapted to the user’s movement in the envi-
ronment. In other words, online methods for room acoustics
modeling can better fit most AAR applications. To obtain
satisfactory room acoustics modeling in an efficient man-
ner, it could be worth exploring parametric approaches to
code sound fields and improve computational techniques
on wearable or mobile devices.

The time efficiency in computation might sacrifice the
quality of the modeled room acoustics to some extent. How-
ever, it is also not necessary to achieve perfect modeling for
two reasons. First, since human auditory perception is only
sensitive to a certain level of difference between sounds,
users might not recognize the differences between the mod-
eled sounds and those present in the real world as long as
the differences fall within certain perceptual limits. These
perceptual limits are the “just noticeable difference” (JND)
[155]. JND thresholds are typically measured for different
parameters (e.g., reverberation time, early decay time, cen-
ter time, etc.) [156, 157]. Moreover, when measuring JNDs
under different conditions (e.g., different rooms, partici-
pants, audio frequencies, etc.), the resultant JNDs may also
be different. Therefore, there exist different JND standards.
From one perspective, the authors suggest more investi-
gations into JNDs to provide more detailed standards for
different parameters under different conditions. From an-
other perspective, researchers can follow relatively strict
standards from literature when designing and evaluating
their AAR systems.

The second reason that it is not necessary to achieve per-
fect room acoustics modeling is because the visual sense
tends to work in concert with the auditory sense to perceive
the environment as a whole. More specifically, research
[158] shows that a perceptually adequate acoustic environ-
ment is likely to suffice in AR applications in which the
user can also perceive their surroundings by seeing the real
space. In the future, more studies are needed to investigate
the required precision of acoustics modeling in different
application scenarios. Additionally, more efforts should be
made to develop new acoustics modeling algorithms, espe-
cially in situations in which the movement of the user and
the surrounding objects is arbitrary.

4.1.4 Spatial Sound Synthesis
From the reviewed AAR systems, it can be seen that

most of them used generic HRTFs to synthesize binaural
sounds. As mentioned earlier, individualized HRTFs can
produce better localization and immersive experience for
users. One important future research direction is to explore

methods that can enable the convenient capture and im-
plementation of individual HRTFs. To this end, there have
been some attempts in recent years. Because a person’s an-
thropometric features (e.g., head width, shoulder width, and
pinna height) and the corresponding HRTFs are closely re-
lated [159], some researchers have explored techniques that
first acquire a user’s anthropometric parameters [160, 161]
and then approximate the matching HRTFs using a numeric
sound propagation solver [160], numerical acoustic simula-
tions [162], or neural network-based regression algorithms
[163, 164]. In the commercial space, Sony has implemented
personalization using an application that visually scans the
ears to enable tailor-made immersive experiences.5 Future
research could explore methods that can make this process
faster, more accurate, and easy to implement.

SEC. 2.5 reviewed the use of BRIRs for spatial sound
synthesis. Although directly measuring BRIRs provides an
alternative to acquiring room acoustic effects and individual
HRTFs separately, it has some limitations. For example, the
measurement needs to be conducted in the desired environ-
ment for a specific user. To address this restriction, future
research can explore techniques that adapt BRIRs mea-
sured in one room to a different room, different listener,
and arbitrary sound source. Previous work has presented
an adaptive algorithm that applied different equalizations
to different reverberation stages [165], and more research
is needed to advance the generalization of BRIRs.

This review paper has discussed room acoustics model-
ing and spatial sound synthesis separately. This is because
many of the reviewed AAR systems did not include room
acoustics modeling. However, combining room acoustics
modeling and spatial sound synthesis is necessary for pro-
viding an appropriate sense of space and engagement in
an environment. The acquisition or simulation of BRIRs
could be a way of combining these two approaches, and
more research is needed to promote individualized binaural
spatialization with environmental acoustics.

4.2 Future AAR Applications
In previous sections, it was seen that the most funda-

mental affordance of AAR technology is navigation and
localization. Given the human nature of binaural hearing,
and as the foundation in some other applications (e.g.,
sports training and telepresence applications), navigation
and location-awareness assistance is anticipated to remain
one of the most intuitive and popular AAR applications in
the future. Along with the development of AAR technolo-
gies, such as more comfortable tracking apparatus with a
long battery life, navigation-related and localization-related
applications might be widely accepted in everyday life.

Another popular AAR application in the future could
lie in the field of AR-mediated remote work, education,
gaming, and social activities. Nowadays, using video-audio
conferencing technologies has become a new normal for

5https://www.sony.co.nz/electronics/360-reality-audio.
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conducting business and social activities remotely. The
COVID-19 pandemic has resulted in the widespread adop-
tion of conferencing platforms in everyday life. To cre-
ate the feeling of belonging and connectedness that people
experience in face-to-face interactions, AR technologies,
involving both visual and audio augmentation, are being
explored to enable “natural interactions” that transcend dis-
tances.

AR technology has been widely adopted in industrial ap-
plications, but audio augmentation is usually ignored. Spa-
tialized sounds could be used for reporting device status
in routine maintenance and error diagnostics systems [166,
167]. Compared to vision augmentation, audio augmenta-
tion still remains under-employed in industrial scenarios.
Future studies can be conducted to investigate the potential
of using AAR technology to enhance industrial activities.

In this review, a few novel trials of using AAR for health-
care have been discussed. In the future, the authors see great
potential to extend explorations in this direction. For exam-
ple, mobile music therapy could be a field worth exploring.
Clinical research has shown that spatial configuration of
physical instruments could help to attract users’ focus and
guide their movements in some therapeutic exercises [168].
These insights indicate remarkable potential for exploring
AAR technology to create virtual spatial soundscapes for
music therapeutic applications.

Overall, existing work has shown a broad landscape of
AAR applications, and more extensive use of AAR tech-
nology is expected to be seen in the coming years. With
the ubiquity of mobile and/or wearable devices on the rise,
AAR has the potential to significantly help everyday work
and life in several ways.

5 CONCLUSION

In this paper, the development of AAR technology was
summarized by reviewing a range of research papers pub-
lished over the last few decades. Five techniques for im-
plementing AAR were first reviewed. Overall, the quality
of audio augmentation appears to have steadily improved
over time. This is a result of a greater amount of AAR re-
search that has contributed to a number of modeling meth-
ods to replicate human auditory perception, model room
acoustics, etc. The development of allied sensing technol-
ogy, availability of low-cost high-performance hardware,
and exponential increases in computing power have also
played a significant role in the advance of AAR technol-
ogy. Technical advancements have enabled AAR systems
to be integrated into mobile devices, such as smartphones
and hearables.6 These advances have contributed to, and
continue to contribute to, the development of AAR across
a range of applications.

This review also demonstrated that there appear to be
seven domains within which the application of AAR has
been studied. The most fundamental and popular applica-
tion of AAR is navigation and location-awareness assis-

6https://www.bragi.com/.

tance, which also provides the basis for extended applica-
tions in some other fields. More recently, AAR appears to
be gaining a foothold in the healthcare industry. There is
also a huge untapped potential for using AAR in remote
collaborative environments for work, study, and social ac-
tivities.

Overall, this survey provided a systematic review of
the research that has been conducted in the domain of
AAR. After reviewing existing AAR systems, the rele-
vant technological methods, areas that may benefit from the
application-based research, and future research directions
for advancing each AAR technology component and appli-
cations were also identified. The authors hope researchers
and practitioners can derive inspiration from this review
when they plan for related work in the future. AAR has
the potential to benefit numerous aspects of peoples’ lives.
The authors hope that it becomes more widely used in the
future to enable working better, staying more connected,
and living healthier.
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[139] C. Pörschmann, P. Stade, and J. M. Arend, “Bin-
aural Auralization of Proposed Room Modifications Based
on Measured Omnidirectional Room Impulse Responses,”
in Proc. Mtgs. Acoust., vol. 30, no. 1, paper 015012 (2017
Jun.). https://doi.org/10.1121/2.0000622.

[140] B. G. Shinn-Cunningham, N. Kopco, and T. J.
Martin, “Localizing Nearby Sound Sources in a Class-
room: Binaural Room Impulse Responses,” J. Acoust.
Soc. Am., vol. 117, no. 5, pp. 3100–3115 (2005 May).
https://doi.org/10.1121/1.1872572.

[141] S. Werner, F. Klein, A. Neidhardt, et al., “Cre-
ation of Auditory Augmented Reality Using a Position-
Dynamic Binaural Synthesis System—Technical Com-
ponents, Psychoacoustic Needs, and Perceptual Evalua-
tion,” Appl. Sci., vol. 11, no. 3, paper 1150 (2021 Jan.).
https://doi.org/10.3390/app11031150.

[142] T. Wendt, S. van de Par, and S. D. Ewert, “A
Computationally-Efficient and Perceptually-Plausible Al-
gorithm for Binaural Room Impulse Response Simulation,”
J. Audio Eng. Soc., vol. 62, no. 11, pp. 748–766 (2014 Nov.).
https://doi.org/10.17743/jaes.2014.0042.

[143] D. R. Perrott, T. Sadralodabai, K. Saberi, and
T. Z. Strybel, “Aurally Aided Visual Search in the Cen-

J. Audio Eng. Soc., Vol. 70, No. 10, 2022 October 807

https://doi.org/10.1145/3411109.3411142
https://doi.org/10.1007/978-3-319-07446-7_68
https://doi.org/10.1145/2544114.2544115
https://doi.org/10.1121/1.2026486
https://doi.org/10.1121/1.407089
https://doi.org/10.1145/3372224.3419213
https://doi.org/10.1250/ast.41.282
https://doi.org/10.1109/ASPAA.2001.969552
https://doi.org/10.3390/app8112029
https://doi.org/10.1109/ICASSP40776.2020.9053360
https://doi.org/10.1121/1.4966115
https://doi.org/10.1121/2.0000622
https://doi.org/10.1121/1.1872572
https://doi.org/10.3390/app11031150
https://doi.org/10.17743/jaes.2014.0042


YANG ET AL. PAPERS

tral Visual Field: Effects of Visual Load and Visual
Enhancement of the Target,” Hum. Factors, vol. 33,
no. 4, pp. 389–400 (1991 Aug.). https://doi.org/10.1177/
001872089103300402.

[144] J. J. Gibson, The Ecological Approach to Visual
Perception: Classic Edition (Psychology Press, New York.
NY, 2014).
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