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ABSTRACT

In both entertainment and professional applications, conventionally produced stereo or multi-channel audio content
is frequently delivered over headphones or earbuds. Use cases involving object-based binaural audio rendering
include recently developed immersive multi-channel audio distribution formats, along with the accelerating
deployment of virtual or augmented reality applications and head-mounted displays. The appreciation of these
listening experiences by end users may be compromised by an unnatural perception of the localization of
frontal audio objects: commonly heard near or inside the listener’s head even when their specified position is
distant. This artifact may persist despite the provision of perceptual cues that have been known to partially
mitigate it, including artificial acoustic reflections or reverberation, head-tracking, individualized HRTF
processing, or reinforcing visual information. In this paper, we review previously reported methods for binaural au-
dio externalization processing, and generalize a recently proposed approach to address object-based audio rendering.

1 Introduction

Headphone or earbud listening scenarios span from the
home or office to mobile and automotive environments,
with audio source content formats including two-
channel stereo, multi-channel surround, and immersive
or object-based music, movie or game soundtracks.

Part of this work was carried out at iZotope, Inc. and
previously presented in [1]. Additional demonstrations
of recent extensions are provided in [2].

Virtual 3D audio processing techniques informed by
spatial hearing models and based on the simulation of
Head-Related Transfer Functions (HRTF) were devel-
oped with the intent of restoring, during headphone
playback, the spatial audio cues experienced in natural
or loudspeaker listening [3, 4, 5, 6, 7, 8, 9]. For audio-
only content (e.g. music or podcasts), this may reduce
listening fatigue and facilitate spatial discrimination.
For audio-visual content (e.g. video or teleconference),
it can further alleviate cognitive load by improving the
spatial coincidence of auditory and visual cues.
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An aspiration of the binaural post processing of two-
channel or multi-channel recordings is to simulate the
auditory experience of attending a live performance,
or of listening to a frontal stereo loudspeaker system.
However, even with such processing engaged, subjec-
tive localization and preference studies have reported
artifacts including [10, 11, 12, 13, 14]:

– In-head localization, spurious elevation or front-
to-back confusion in the perceived localization of
sound events, especially virtual sources whose due
localization lies within the listener’s field of view;

– Timbre coloration, often attributed in part to the
addition of simulated reflections or reverberation
processing intended to partially mitigate the above
undesired artifacts.

Fig. 1 illustrates a commonly reported subjective expe-
rience during the binaural reproduction of a circular mo-
tion in the horizontal plane. As cited in [15], Jean Hi-
raga stated in 1997 “... the most common case is to feel
as though the source moves up as it passes in front...”
("... le cas le plus courant est d’avoir l’impression que
la source monte en passant devant la tête..."). This ob-
servation is also common when a binaural renderer is
applied to a mono waveform, as e.g. in gaming engines
or virtual reality audio systems [16].

Factors known to improve the externalization perfor-
mance of binaural renderers include the simulation of
virtual or local room acoustics, the dynamic compensa-
tion of the listener’s head motion, the individualization
of head-related and headphone-related transfer func-
tions, and the provision of congruent visual information
[4, 17, 18]. These techniques are not suitable or prac-
tical in all application scenarios, or may themselves
cause undesirable audio artifacts. In the present paper,
we examine an externalization processing approach
compatible with these enhancements that may also par-
tially alleviate their need in some use cases, and seeks
more particularly to tackle frontal externalization.

In Section 3, we describe a binaural audio externaliza-
tion processing scheme previously introduced in [1],
applicable to the reproduction of conventionally pro-
duced stereo recordings. It is based on processing the
source signal through a 2-channel quasi-all-pass filter
that has the effect of adding a brief reverberation-like
decay tail, aiming to restore at the ears of the listener
the spatial hearing cues that enable the discrimination
of direct vs. indirect sounds in natural listening condi-
tions, while minimizing spectral coloration artifacts.

Fig. 1: Illustration of commonly perceived trajectory
in headphone listening to a binaural recording
of a sound moving around the listener’s head in
the horizontal plane (from [15]).

In Section 4, we propose extensions of this scheme and
a computationally efficient processing topology for the
binaural reproduction of multi-channel or object-based
audio content. The resulting methods can be imple-
mented in conjunction with head-tracking, individual-
ized HRTF customization, and artificial or recorded
acoustic reverberation. It is applicable to enhancing
the decoding and headphone reproduction of linear im-
mersive audio content formats such as Dolby Atmos
and MPEG-H [19, 20], or the rendering of interactive
audio content over head-worn binaural display devices
for virtual or augmented reality applications [21].

2 Existing post-processing methods

Binaural processors for stereo reproduction over head-
phones commonly rely on the simulation of "virtual
loudspeakers" [6, 7, 8, 9] often augmented with some
of the following enhancements:
– The synthesis of artificial reverberation or reflec-

tions to simulate a natural listening experience
[22, 23]

– Direct-diffuse decomposition to render reverbera-
tion or ambience components already present in the
source material as diffuse sound components [22]

– Up-mixing techniques to mitigate the incorrect
matching of natural HRTF cues for sources panned
across two or more virtual loudspeakers [24, 25]

– Decorrelation techniques: mitigating localization
and timbre preservation issues for center-panned
sound components [26]

– Augmented Reality artificial reverberation: estimat-
ing and matching reverberation properties of the
local environment [27, 28].
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Fig. 2: Basic 2-in, 2-out allpass filter.

3 A new approach to the externalization
processing of stereo recordings

In [1], the authors describe a post-processing strategy
that seeks to offer some of the advantages of previously
reported methods while minimizing signal modifica-
tion, prioritizing two main objectives:
(a) The preservation of the timbre of the original

recording, through an algorithm design method
founded on a 2-in, 2-out all-pass filter topology;

(b) The externalization of sound components, with
particular attention to frontal and center-panned
elements, through the selection of algorithm design
variables and the insertion of minimal additional
processing.

The design intent departs from the simulation of vir-
tual loudspeakers in a virtual room. It concentrates on
delivering binaural cues experienced consistently in ev-
eryday natural listening, in the form of spatial relations
between direct and diffuse sound-field components. By
adopting a minimal processing approach, we seek to
avoid the drawbacks of some previously studied meth-
ods, including computational complexity and audible
artifacts for some source material.

3.1 Basic timbre-preserving 2×2 system

We start with a general 2-channel all-pass filter proto-
type (Fig. 2) implementing the multichannel general-
ization of Schroeder’s all-pass filter by Gerzon [29, 30].
If the block “unitary system” is energy-preserving, then
the overall system will be as well: the power spectrum
of the output signal pair (yle f t ,yright) will be equal to
the power spectrum of the input (xle f t ,xright).

Name Value Unit

stereo cross-feed angle, θ π/4 radians
average delay, (m1 +m0)/2 2.943 ms
channel delay diff., m1−m0

m1+m0
28.74 %

feedback gain, g0 0.7214

Table 1: All-pass filter parameter settings used in [1].

The stability condition is |g0| < 1. For realizability,
the 2-in, 2-out unitary system must be causal, with
at least one-sample delay in both the left and right
channels. In the topology proposed in [1], shown in
Fig. 3, the internal unitary system is realized as the
cascade of a pair of nonzero delay lines (z−m0 ,z−m1)
with a 2×2 rotation matrix R(θ), as defined in Eqn. (1)
and summarized in Table 1.

R(θ) =

[
cosθ −sinθ

sinθ cosθ

]
, θ ∈ [0,π/4] (1)

where the extremal values represent no mixing and
maximum mixing between the channels:

R(0) =
[

1 0
0 1

]
(2)

R(π/4) =
[

1/
√

2 −1/
√

2
1/
√

2 1/
√

2

]
(3)

3.2 Comparison to reverberation processing

The topologies of Fig. 2 and Fig. 3 may be compared
to artificial reverberation processing, as proposed pre-
viously for the purpose of enhancing binaural audio
externalization (e. g. [22, 23]). In this section, we
highlight analogies and differences.

The block labeled "diffuse tail" in Fig. 3 is compara-
ble to a 2-in, 2-out artificial reverberator realized by a
2-channel Unitary-Feedback Delay Network (UFDN)
[31, 32], with design exceptions ensuring that the over-
all system (adding the reverberated and original sig-
nals) must be spectrally neutral - thus preventing po-
tential timbral artifacts arising from simulated room
reflections or reverberation, such as coloration or comb-
filtering.

AES 153rd Convention, 2022 October
Page 3 of 10



Jot, Lukin and Landschoot Binaural Externalization Processing

+

+

+

+

z−m1

z−m0

1−g2
0

1−g2
0

−g0

−g0

g0

g0

[
cosθ −sinθ

sinθ cosθ

]
rotation R(θ)

directional
processing

3-band EQ

spectral
correction

delay lines

diffuse tail

xleft

xright

yleft

yright

Fig. 3: Signal flow diagram of the externalization processing system originally proposed in [1].
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Fig. 4: Time-domain response of the 2-in, 2-out system of Fig.3 with basic parameters set per Table 1
and directional processing per Fig. 7 [1].
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Fig. 5: Magnitude frequency response of the 2-in, 2-out system of Fig. 3 with directional processing, EQ and spec-
tral correction blocks disabled, for several settings of the feedback cross-feed angle θ ∈ {0,π/8,π/4,π/2}
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Fig. 6: Inter-channel coherence in the tail response
when a unit impulse is input to both channels,
with parameters set according to Table 1 – com-
puted by the Welsh method using a length-128
Hann window length and 50% overlap [1].

In the system of Fig.3, the onset delay time of the "dif-
fuse tail" (reverberation) and the diffuse-to-direct ratio
(wet/dry mix) are imposed by the values of m0, m1
and g0, which also jointly determine the decay rate in
the time-domain response (Fig. 4). In [1], they were
chosen as shown in Table 1, under the constraint of
maintaining the effective duration of the overall im-
pulse response within approximately 50 ms, in order
to prevent audible spectral or temporal artifacts in the
presence of percussive input signals.
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Fig. 8: Magnitude frequency response of the overall externalization processing system of Fig. 3, derived by
power summation of the left and right outputs for a left-only or right-only input [1] – (a) overall spectral
conservation by the basic 2×2 system; (b) enabling the directional processing function (Fig. 7); (c) enabling
the 3-band EQ function; (d) enabling the overall spectral corrector.

The setting of angle θ determines the amount of cross-
feed from left input to right output (and vice-versa) in
the diffuse tail processing block. If θ = 0, it is equiv-
alent to a parallel pair of independent single-channel
Schroeder all-pass filters [29], with no cross-feed be-
tween them. When θ = π/4, the cross feed is maxi-
mum. Fig. 6 shows that diffuse tail processing outputs
a signal having low inter-channel correlation, as needed
for the binaural simulation of a diffuse sound field [34].

Fig. 5 shows that, when θ > 0, the individual matrix
transfer function entries of the overall system are no
longer all-pass (even though the overall 2×2 system is,
by construction): the red dotted line which displays the
overall magnitude frequency response from left input
to right output (and vice-versa) exhibits spectral dips
which are made up for in the transfer function to the
opposite ear.

3.3 Directional and spectral corrections

In [1], the "directional processing" block (see Fig. 3) ap-
plies an identical filter to the left and right direct-path
channels. It has a minimum-phase transfer function
derived from a diffuse-field compensated HRTF mea-
surement provided in the SADIE II database by York
University [33], taken on the Neumann KU 100 dummy
head for the frontal direction of sound incidence (0◦ az-
imuth and 0◦ elevation).

In this way, the overall system of Fig. 3 provides a
frontal localization emphasis via its direct-path output,
presenting a natural spectral difference against the dif-
fuse tail. Additionally, a gain correction is applied to
ensure that the directional processing filter is neutral
in the low-frequency range (see Fig. 7). Therefore, the
all-pass behavior of the overall 2×2 system is exactly
preserved at low frequencies. That is confirmed in
Fig. 8(b), which plots the power frequency spectrum of
the overall 2-channel output signal when an impulse is
fed to the left or right input. Fig. 8(b) also shows that,
at frequencies above approximately 300 Hz, the overall
2×2 system is no longer strictly all-pass, as a result of
inserting the directional processing filter.

An output spectral correction filter, shown in Fig. 3,
may be engaged in order to compensate for the effects
of directional processing and 3-band EQ (or "tail EQ")
on overall tonal preservation. The 3-band EQ filter
is a second-order dual-shelving filter [35] applied to
the diffuse tail output. In [1], it was tuned by ear as a
cursory modification to reduce the overall left-to-right
and right-to-left cross-feed at high frequencies, and to
prevent excessive decorrelation in the low frequency
range. As seen in Fig. 8(c), this modification had the
undesirable effect of causing an audible decrease in
overall loudness at low frequencies, which made the
output spectral correction all the more necessary to
preserve tonal balance (as shown in Fig. 8(d)).
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Fig. 9: Binaural externalization processing of multiple
3D audio objects or channels with shared dif-
fuse tail processing module.

4 Generalization: externalized binaural
rendering of multiple 3D audio objects
or channels

In [1] and Section 3.3, the directional processing block
of Fig. 3 applies the same HRTF filter to all sound ele-
ments regardless of their individual panning positions
in the input mix. However, more generally, it may incor-
porate any binaural rendering method, including those
reviewed in Section 2 – for instance: loudspeaker vir-
tualization processing combined with up-mixing tech-
niques such that the direct-path positional emphasis
cues convey more faithfully the respective localization
of the different elements in the mix (given by the left-
to-right "panpot" setting of each source track in a stereo
production), as proposed in [22, 24].

Fig. 9 represents a scenario where the input audio con-
tent is a collection of 3D audio objects individually
panned to different positions. Each object is provided
as a mono waveform signal assigned a localization
(azimuth and elevation). Collectively, the set of au-
dio objects may constitute an immersive multichannel
signal wherein each audio input channel is assigned
a fixed position on a virtual sphere centered on the
listener, referenced to the "front center" direction.

4.1 HRTF normalization and individualization

Each directional processing module in Fig. 9 outputs a
dry binaural signal, by simulating the pair of HRTF fil-
ters for the direction assigned to its corresponding input
object or channel. As in Section 3.3 and Fig. 7, these
HRTF filters are diffuse-field compensated minimum-
phase filters, normalized to 0 dB amplitude gain at
low frequencies. The discussions and results reported
in Section 3, when applied to a center-panned ("dual-
mono") input, apply identically here in the case of an
audio object panned to the front-center direction.
By employing diffuse-field compensated HRTF filters,
we ensure that setting one of the directional processing
modules to simulate a different position in 3D space
does not require modifying the spectral equalization
of the diffuse tail, whose computation can therefore
be shared among all objects (as shown in Fig. 9). For
the same reason, diffuse tail processing is not affected
by HRTF individualization (customization of the di-
rectional processing to account for HRTF data repre-
sentative of a different listener or head morphology).
By normalizing all HRTF filters to 0 dB gain at low
frequencies, we simulate far-field sound incidence and
ensure that the effect of the directional processing mod-
ule at low frequencies is only an inter-channel time
difference – the Interaural Time Delay (ITD), which
varies according to the specified 3D audio object pan-
ning position and vanishes if that position is set to front
center (or in the median plane).

4.2 Diffuse tail processing

In the design discussed in Section 3.2, the diffuse tail
processing block is comparable to a 2-channel Unitary-
Feedback Delay Network (UFDN) [31], where the gain
g0 and the delay lengths m0 and m1 are tuned to produce
a very brief diffuse impulse response while achieving a
chosen direct-to-diffuse power ratio.
More generally, the design requirement for the diffuse
tail processing module in the externalizers of Fig. 3 or
Fig. 9 is to subject any input signal through a 2-channel
quasi-all-pass filter that preserves the temporal locality
of transients and adds a binaural response tail repli-
cating the interaural coherence properties of natural
diffuse fields [34], while the direct path is subject to
binaural processing that conveys the primary localiza-
tion cues for each object. In doing so, we aim to restore
at the ears of the listener the spatial hearing cues that
enable the discrimination of direct vs. indirect sounds
in natural listening conditions.
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4.3 Evolutionary interpretation

We hypothesize that the binaural externalization pro-
cessing method proposed here exploits an evolutionary
developmental ability of humans, acquired from prior
listening experiences involving the spatial audio per-
ception of concurrent free-field and diffuse-field audio
components emanating from the same sound source.

Indeed, our hypothesis is that objective triggers to the
percept of externalization that are robust across listen-
ing conditions rely on the discrimination of direct vs.
diffuse sound field components, enabled by interaural
coherence and spectral differences that are intrinsic
to the listener’s bilateral HRTF properties but do not
depend on listening room acoustics. This inspires a
binaural externalization processing strategy that pre-
vents timbral coloration of the source material by de-
emphasizing room-dependent timbre coloration cues,
without substantially undermining the perception of
externalization in comparison to methods employing
artificial room reverberation or reflections.

5 Demonstrations

In [1], the authors include audio examples illustrating
the effect of the binaural externalization processing
scheme described in Section 3, for the reproduction
of conventional 2-channel stereo recordings (includ-
ing both full mix and soloed center-panned vocals).
In addition to the unprocessed original, the following
examples are provided for comparison:

– directional processing without diffuse tail;
– directional processing with externalization process-

ing, with or without overall spectral correction.

When listening to these examples, we suggest directing
one’s attention to the following aspects of the listening
experience (this may be facilitated by closing one’s
eyes or listening in dark conditions, in order to avoid
visual distractions). Do the overall width and timbre
seem different from one example to another? Does
the localization of the voice seem to change from one
example to another? Does it appear to be localized
inside the head, or rather in front of the listener?

In [2], we provide examples illustrating more specif-
ically the processing of object-based source content
per Section 4, including the case of an individual au-
dio object assigned a moving position on a horizontal
trajectory around the listener, as illustrated in Fig. 1.

6 Perspectives and applications

In this paper, we reported some preliminary results of
a study that attempts to help address a persistent chal-
lenge commonly encountered in the design and appli-
cation of binaural technologies: the difficulty of obtain-
ing a natural-sounding externalization of headphone
audio images and of reproducing the due localization of
frontal sounds, without introducing detrimental timbral
coloration or other audio artifacts.

Opportunities for further exploration of the algorithm’s
design abound – including, e. g.:
– Exposing a sound-designer friendly high-level

control interface for the fine tuning of internal
low-level parameters such as m0, m1 and g0
defined in Section 3. (Note that, as visible in
Figures 3 and 9, the application of the attenuation
factor g0 to direct-path components is necessary
for loudness preservation when externalization
processing is applied by enabling the "diffuse tail
processing" function described here.)

– The use of Velvet Noise decorrelators [36] or
alternative IIR network designs such as nested
all-pass filters and feedback delay networks [37, 38]
or time-varying all-pass networks [32].

– Diffuse tail processing algorithm designs that pre-
serve mono compatibility or employ alternative ap-
proaches to control low-frequency interaural coher-
ence in order to match the natural properties of dif-
fuse sound fields (see Fig. 10 and [34]).

Possible future extensions and applications of the
present study include:
– Psychophysical investigations of the perception of

concurrent free-field and diffuse-field components
of a sound event (see also Section 4.3).

– Producing 2-channel stereo recordings that fea-
ture externalization enhancements beneficial for
headphone playback, but remain compatible with
loudspeaker playback.

– Producing binaural recordings that leverage familiar
2-channel stereo production techniques (such
as stereo flanger or chorus effects), or apply
externalization processing to selected tracks or
stems in a stereo mix (e.g. a vocal track).

– Virtual meeting and augmented or virtual reality
experiences [21], combining the proposed external-
ization processing scheme with head tracking and
HRTF individualization.

AES 153rd Convention, 2022 October
Page 8 of 10



Jot, Lukin and Landschoot Binaural Externalization Processing

Fig. 10: Measured frequency-dependent interaural co-
herence in diffuse reverberation [34] and sub-
stitution above 1kHz.
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