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1Reality Labs Research, 8747 Willows Road, Redmond, Washington, 98052, USA
2Reality Labs, 1 Hacker Way, Menlo Park, SUN103, California, 94025, USA

Correspondence should be addressed to Setare Hajarolasvadi (setarehajarola@fb.com)

ABSTRACT

Developing high-fidelity digital twins of head and torso simulators (HATS) provides us with reliable simulations
that could replace tedious measurements and facilitate the rapid and efficient design of AR/VR products. In this
paper, we aim to develop and validate a digital twin of the Brüel and Kjær high-frequency HATS Type 5128. The
digital twin uses an accurate scan of the HATS and captures the behavior of the ear simulator (Type 4620), including
the full average human ear canal geometry and a termination coupler emulating an average eardrum impedance
response. As a natural first step, finite-element acoustic simulations in COMSOL are set up to validate the far-field
head-related transfer function (HRTF) with measurements for three spatial directions in the horizontal plane. To
increase the confidence in the validation results, a rough convergence study is conducted for the simulations, and
measurements are compared against the manufacturer’s reference measurements. Finally, we show how validation
studies may be improved by investigating some of the commonly-used modeling assumptions.

1 Introduction

Head-related transfer functions (HRTFs) contain infor-
mation that describes how the head and torso of an
individual interact with incident sound fields. There-
fore, HRTFs are an essential component in the design
of audio devices. Recall that the HRTF is a complex
frequency ratio between the response at the ears and
the free-field response, which corresponds to response
at the center of the head with the head absent [1]. In
other words, for an omnidirectional point source lo-
cated at (r,φ ,θ) relative to the head center, an HRTF

at a frequency f is defined as

H(r,φ ,θ , f ) =
P(r,φ ,θ , f )

P0(r, f )
(1)

where, P represents the Fourier transform of the sound
pressure at a location of interest in the external ear, and
P0 represents the sound pressure at the head center with
the head absent. r,φ ,θ indicate the distance, azimuth
and elevation [2].

Unless the device design is tailored to an individual,
head and torso simulators (HATS) can be used to pro-
vide a generic HRTF [3]. Thus, developing a digital



twin of a HATS serves to frontload render stack ar-
chitectural, design and optimization decisions through
simulations. Moreover, it ensures the reliability of data
informing various stages of design, optimization and
troubleshooting. This manuscript reports on the devel-
opment and validation of a digital twin for the Brüel
and Kjær (B&K) high-frequency HATS Type 5128.

When properly validated, numerical simulations may
serve as an efficient replacement for tedious measure-
ments [4, 5]. The majority of validation studies in this
area have focused on HRTFs at the blocked meatus [6].
However, the acoustics of the ear canal and its coupling
to external sound sources are of interest for more natu-
ral auditory perception in virtual environments [1, 7].
Fewer works exist where the ear canal geometry has
been explicitly modeled in numerical simulations of
the HRTFs [8, 9, 7, 10, 11]. The existing works, how-
ever, deal with human subjects; they mostly focus on
the effects of morphological parameters on HRTFs or
aim to create a database of ear canal geometries. This
work primarily focuses on controlled validation studies
of a head and torso simulator and attempts to identify,
quantify and control possible sources of error in the
process.

First, we briefly explain how an accurate geometry
for the HATS and the ear canal is obtained. We also
discuss how the performance of the ear simulator is cap-
tured in the digital twin through introducing equivalent
impedances. In the next part, we focus on the validation
studies, which consist of the HRTF measurements and
numerical simulations in COMSOL Multiphysics R©

[12]. In the last section, we will show how recon-
sidering some of the common modeling assumptions
improves validation studies.

2 Methods

In this section, we present the essential preliminary
steps taken to ensure that a high-fidelity digital twin
is developed. First, we discuss validation of the
Computer-Aided Design (CAD) drawing provided by
B&K against an in-house scan. Then, capturing the
acoustic response of the ear simulator is discussed in
two steps: (1) embedding ear canal’s geometry in the
original CAD drawing, and (2) using reduced-order
impedance models to replicate the transfer impedance.

2.1 HATS CAD Drawing Validation

A CAD drawing provided by B&K was used to include
the topology of the HATS in the model. It should be
noted that this CAD drawing did not include the ge-
ometry of the ear canal. To minimize sources of error,
the CAD drawing was validated against an in-house
scan of the HATS that the HRTF measurements were
conducted on. This scan was obtained by using an
accurate blue-light scanner (Space Spider, Artec 3D).
The resulting mesh, consisting of 76 million triangles,
was then cleaned of artifacts and decimated (to 1 mil-
lion triangles) to facilitate the next steps. The scanning
pipeline was previously validated to yield highly ac-
curate results especially for the ears (error less than 1
mm) and head - see, e.g., Ref.[4].

A triangulated mesh of the original CAD drawing was
aligned to the decimated scanned mesh using the it-
erative closest point (ICP) algorithm. The two-sided
Hausdorff distance was then calculated using Meshlab
(v.2021.10) [13]. The Hausdorff distance will account
for errors due to scanning, mesh alignment, and op-
erator’s expertise. The results indicate that error was
within 5 mm for the surfaces of interest (Fig. 1). Simi-
lar results were obtained when the process was repeated
for two other less-decimated versions of the scanned
mesh (2 and 5 million triangles). It should be noted that
some surfaces (e.g. the side handle, mouth protrusion,
etc.) exist in one mesh but not the other. Error lev-
els will naturally overshoot in these regions. However,
these features do not affect HRTFs and are not of in-
terest for the purposes of this validation study. Finally,
note that the geometrical error is below 1 mm at the
regions of most importance for HRTFs (ears, head and
shoulders).

2.2 Reconstruction of Ear Canal Geometry

A notable feature of the Type 4.3 ear simulator is that
it includes the full average ear canal geometry (defined
and specified in the standard [14]). In order to capture
the full geometry in the model for HRTFs captured
at the eardrum, it is imperative to embed an accurate
representation of this average ear canal in the existing
CAD drawing.

The geometry of the ear canal was reconstructed per
the guidelines of ITU-T Rec.P.57 [14]. The document
specifies an average ear canal geometry using several
cross-sectional areas normal to the ear canal’s curved
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Fig. 1: HATS CAD drawing validation against the least
decimated mesh (5 million triangles) resulting
from 3D scanning. The contour shows a one-
sided Hausdorff distance, with the maximum
set to 5 millimeters.

centerline. Each cross section is defined with a set
of points in a plane. The coordinates of these points
were imported in the existing CAD drawing and Studio
Spline (Siemens NX) was then used to reconstruct the
curves (Fig. 2a). Next, a local coordinate system was
defined for each cross section using a set of orthonor-
mal vectors, as outlined in [14]. The local coordinate
systems were then used to align the cross sections and
reconstruct the 3D geometry (Fig. 2b). Two of the
pinna’s closest cross sections to the concha bottom
were used to ensure a smooth connection between the
pinna and the ear canal.

2.3 Capturing the Coupler’s Transfer Impedance

The ear canals of the B&K mannequin can be fitted
with a termination coupler designed to reproduce the
transfer function of the inner ear of an average human
adult [14]. To include the acoustical effects of the

(a) Cross sections. (b) Local coordinates and alignment.

Fig. 2: Reconstruction of the ear canal geometry.

coupler in the final FEM model, a calibration exercise
was conducted.

The portion of the coupler containing the main complex
geometrical features was CT scanned. A corresponding
CAD drawing was then prepared and used to develop a
continuous parameter model in COMSOL by coupling
the Thermoviscous Acoustics interface (applied to cav-
ities) with the Pressure Acoustics interface (applied
to the rest of the domain). An equivalent impedance
is specified at the location of the measurement micro-
phone. The coupler is characterized in terms of its
acoustical transfer impedance for a constant-volume
displacement source using a Frequency Domain study.
A reference volume must be used for the calibration
of the ear simulator [14]. The shape and dimensions
of this calibration volume were chosen such that the
numerical transfer impedance would fit that measured
by B&K. Acoustically, the coupler’s transfer function
could be captured by imposing equivalent termination
impedances on appropriate surface areas at the end of
ear canal. These impedance boundary conditions will
replicate the measurement microphone as well as the
losses within the coupler. As such, a lumped parameter
model was developed for the coupler. In this model,
the CT scanned portion of the geometry was removed.
Instead, termination impedances representing the mea-
surement microphone and losses were selected on ap-
propriate surface areas such that the transfer impedance
of this new model would match that of the continuous
parameter model.

Finally, these termination impedances were integrated
in the HATS model by applying impedance boundary
conditions to surfaces of similar cross-sectional area at
the end of the ear canal.
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Fig. 3: Calibration of the acoustics of the coupler:
transfer impedance for ear simulator Type 4620
relative to the reference frequency 500 [Hz].
The insert shows the CAD drawing of the CT
scanned portion.

3 Validation

In this section, we discuss the HRTF measurements
and simulations.

3.1 Measurements

Measurements were conducted in an anechoic chamber
using a logarithmic sweep (50 Hz to 20 kHz) with a
sampling rate of 48 kHz and a duration of 1 s. The
speaker used is a modified version of a Meyer MM-
4XP. To ensure proper alignment of the sources and re-
ceivers, the laser-based system for accurate positioning
of the free-field microphone and HATS was calibrated
before measurements. The estimated alignment error
was below 1◦. Fig. 4a shows the measurement setup.
Free-field measurements were done with a free-field
microphone (GRAS 46BF 1/4" LEMO) positioned at
the center of the loudspeaker-array arc. Both platform
and microphone stand were covered in absorptive mate-
rial to reduce unwanted reflections from the setup. The
HATS was also aligned with the sagittal, horizontal and
frontal laser beams. Measurements at the Drum Ref-
erence Point (DRP) were conducted in the horizontal
plane for 0◦, 45◦ and 90◦ azimuth angles at 0◦ eleva-
tion. After deconvolving the free-field measurements
from that of the HATS, the frequency response was
computed in 1/12th octave bands. Figure 4b shows the
HATS HRTF at 0◦ azimuth against the range of B&K’s

(a) Measurement setup. Left: free-field measurement. Right:
DRP measurement.

(b) HATS measured HRTF.

Fig. 4: HRTF measurements for HATS: (a) free-field
measurements and HATS measurements, and
(b) in-house HRTF measurements compared to
±2σ of B&K data for 23 HATS in the frontal
direction.

certified responses from all 23 B&K 5128 HATS that
Meta currently owns (data includes both left and right
ears). The grey shaded area shows the two sigma re-
gion, where sigma is the sample standard deviation.
No repeated measurements were acquired to quantify
measurement error. Nevertheless, the cross validation
with the B&K measurements from Fig. 4b can be seen
as a reproducibility study indicating a small amount of
bias and random error for the frontal direction.

3.2 Simulations

Simulations were set up to reflect the test rig as closely
as possible. The Cartesian coordinate system is that
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most commonly used for HRTFs with the origin located
at the head center. The final CAD drawing, including
the ear canal geometry and the termination impedances
representing the coupler, is used in the simulations (Fig.
5). The COMSOL model uses a frequency-domain
Finite Element Method (FEM) solver and the Pressure
Acoustics, Frequency Domain interface. The model
discretizes the Helmholtz equation in three dimensions.
The HATS, treated as a perfectly rigid scatterer, is sur-
rounded by a spherical air domain with a radius of 45
cm. The simulation domain is truncated using an ab-
sorbing boundary condition applied to the outer bound-
ary of the sphere using COMSOL’s Spherical Wave
Radiation feature. A Background Pressure Field is
applied to model a spherical wave of unit amplitude,
propagating towards the manikin from a 2 m distance at
the aforementioned spatial directions. Reduced-order
models determined from the previous step are applied
as Serial Coupling RCL Impedance Boundary Condi-
tion to integrate the coupler’s behavior.

Fig. 5: Model setup in COMSOL. Absorbing boundary
is partially hidden for better visualization.

It has long been established that the accuracy of the
finite element solution for the Helmholtz problem de-
pends on the wave number, k [15, 16]. For a specific
wavelength λ and representative mesh size h, one can
consider the parameter nres = λ/h as an indication of
how well the wavelength has been resolved. In fact,
the so-called rule of thumb, widely used in the litera-
ture, takes advantage of this parameter to adjust mesh
size, h. The larger nres is, the smaller the relative dis-
cretization error in the finite element solution should
be. Note that this may not always be guaranteed due
to pollution error - for more, the interested reader is

referred to [17, 18]. When quadratic elements are used,
as is the case in all simulations for the present work,
the rule of thumb recommends for mesh size h to re-
solve at least 3 to 5 elements per wavelength [19, 20].
COMSOL’s Free Tetrahedral feature is used to create
an unstructured mesh with a maximum element size
hmax = 6.86 mm, corresponding to nres = 5 for a fre-
quency of 10 kHz. hmax is reduced for the ear canal
domain to 5.72 mm (an equivalent of 6 elements per
wavelength). A minimum element size of 0.05 mm is
used for all domains.

The Frequency Domain study is set up along with a
Cluster Sweep feature to parallelize computations. To
avoid iterative error(s) and maintain robustness, a di-
rect solver (MUMPS [21]) is used in all models. The
simulations are memory-intensive. Simulation for each
frequency bin uses 10 compute nodes (768 GB RAM)
and takes approximately 45 minutes.

Average sound pressure magnitude is evaluated over
left and right eardrum surfaces (< 60 mm2 each). A
normalization with the free-field pressure magnitude at
the location of head center with the head absent gives
the simulated HRTF. The magnitude of the free field
response was calculated using the analytical form of
the incident wave at a point from the source location.

3.3 Results

To compare the measured magnitude of the HRTF to
that resulting from FEM simulations on the decibel
scale, the following validation metric is used

∆(r,φ ,θ , f ) = 20log10(|Hm(r,φ ,θ , f )|)
−20log10(|Hs(r,φ ,θ , f )|)

(2)

where, |Hm| and |Hs| are HRTF magnitudes obtained
through measurement and simulation, respectively.

Figure 6 shows the measured and simulated HRTF mag-
nitudes as well as the validation metric ∆ for the three
spatial directions considered. For the frontal direction
case, φ = 0◦, we have also included the measurement
data provided by B&K. Validation studies show that
the simulation results capture the main features of mea-
sured HRTFs, with error levels bounded to 2 dB up
to 7 kHz, except for the case of contralateral ear at
90◦ azimuth, which shows higher error levels beyond
3 kHz. Previous works [22, 23, 24, 25] have reported
on higher measurement errors on the contralateral side
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due to the effects of head shadowing, which causes
significant decrease in the signal-to-noise ratio (SNR).
Higher sensitivity to meshing has also been reported for
HRTFs at the contralateral ear when using the boundary
element method. For example, in [26], multiresolution
meshing led to erroneous results in contralateral ar-
eas. Table 1 shows the maximum validation error ∆max
from Eq. 2 for each spatial direction at the left and right
eardrum. The frequency range is split in three intervals,
I1 = [0.1,3] kHz, I2 = [3,12] kHz, I3 = [12,20] kHz.
Below 3 kHz, where the pinna has negligible effects
on the HRTFs [27], ∆max remains relatively small. At
frequencies above 12 kHz, both measurements [28, 29]
and simulations [30] may be unreliable and ∆max in-
creases significantly.

To gain confidence in the accuracy of the simulation
results, a preliminary convergence study is conducted.
Firstly, a code verification study is undertaken for the
scattering from a rigid sphere where the estimated con-
vergence rates for the employed FEM model matched
the theoretical ones (results not shown). Then the con-
vergence study for the simulated HRTFs is done as
follows: the model is resolved on a sequence of pro-
gressively coarser meshes and it is shown that the error,
relative to the finest mesh, decreases with each level
of refinement. The maximal element size hmax was
used to control the mesh size. For the finest mesh,
hmax = 5.72 mm in the ear canals and 6.86 mm in the
remaining simulation domain, as mentioned previously.
Five other meshes were systematically constructed such
that hi+1

max
hi

max
= 1.1; where i ∈ {0,1, . . . ,5} represents the

grid number with i = 0 corresponding to the finest grid.
We track the convergence of sound pressure magnitude
at both eardrums for all three spatial directions. A mea-
sure for the discretization error on each grid i may be
defined as δi = 20log10

|Pi|
|P0|

. For the sake of brevity,
only results for the left ear at φ = 0◦ are presented.

Interval φ = 0◦ φ = 45◦ φ = 90◦

L R L R L R
I1 1.20 0.73 1.21 1.51 1.30 1.71
I2 4.37 3.20 3.84 3.17 2.66 4.34
I3 6.98 7.73 5.51 7.01 6.16 9.17

Table 1: Maximum validation error of the HRTFs ∆max
for each spatial direction at the left and right
eardrum. See text for frequency intervals Ii.

(a) φ = 0◦,θ = 0◦.

(b) φ = 45◦,θ = 0◦.

(c) φ = 90◦,θ = 0◦.

Fig. 6: Comparison of far-field HRTF magnitudes ob-
tained by measurements and FEM simulations
on the finest mesh, h = 7.55 mm for (a) 0◦, (b)
45◦, and (c) 90◦ azimuth. ∆ is defined in Eq. 2.
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Fig. 7 shows the discretization error, in this case, over
the entire frequency range. It is observed that the er-
ror decreases, albeit in a non-monotonic fashion for
some frequencies, as the mesh is refined. A similar
overall trend was observed for all the other considered
directions. Similar to other HRTF validation studies

Fig. 7: Sample convergence plot for the left eardrum at
0◦ azimuth (r = 2 m) over the entire frequency
range. The error is calculated between the mag-
nitude of the simulation with the smallest grid
(hmax = 5.72 mm in the ear canals, hmax = 6.86
mm for the remaining domain) and the simu-
lated HRTFs for each grid. Insert zooms the
1-10 kHz frequency region of the main plot.

[6], results in Fig. 7 show that the discretization error
should not be assumed negligible and should ideally be
quantified. However, without providing error estimates,
one could conclude from Fig. 7 that the existing rule
of thumb of 5 elements per wavelength for the given
quadratic elements (see section 3.2) seems to provide
acceptable levels of discretization error up to 10 kHz:
the change in the solution is below 0.05 dB when the
grid is refined from hmax = 11.05 mm.

4 Improving Validation Studies

In this section, we investigate two assumptions often
used for far-field HRTF modeling and show the effect
of each on the validation study previously presented.

4.1 Nature of the Acoustic Source

HRTFs are usually assumed independent of radius for
radii larger than about 1 meter [31, 32] or slightly more
(e.g., 1.5 meters [33]). In the asymptotic r→ ∞ limit,
the incoming wavefront will be planar, perpendicular to
the direction of arrival. Incident plane waves could be a

Fig. 8: Effect of the acoustic source’s nature on the
HRTF at 0◦ azimuth and elevation.

useful simplifying assumption for some far-field wave-
based simulations. If HRTFs become independent of
radius above, say, the employed r = 2 m radius, then
the HRTF magnitude should be very close to the one
simulated for r→ ∞.

Additional models, similar to the previous section, were
developed with the exception that the acoustic source
was assumed to be a plane-wave source. HRTF simula-
tion results for HATS were then compared for the two
cases. Fig. 8 shows the HATS HRTF for the two cases
overlaid on the conducted measurements at 0◦ azimuth.
The plots indicate that using a plane wave source leads
to a low-frequency mismatch with measurements in the
[700,1500] Hz frequency region while the rest of the
transfer function remains almost unchanged. HRTFs
for the other two spatial directions were minimally af-
fected by the nature of the acoustic source. Note the
numerical errors in this frequency range are negligible
as supported by results in Fig. 7.

The observed difference in HRTF magnitude is likely
due to the interaction of the incoming field with the
torso since the torso affects HRTFs above approxi-
mately 700 Hz [27, 34]. This suggests that accounting
for the nature of spherical wave fronts properly may
be of more importance when the surfaces affecting the
response are large enough and the surface normal is
significantly aligned with the incident wave’s direction
of propagation. Results in Fig. 8 also show, assuming
the wave-based model is a correct representation of
reality, that the HRTF magnitude could change even
after a 2 m radius for certain directions. It is unclear
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whether such differences are audible or not; however, a
study by Lenz [35] seems to indicate some perceptual
significance.

4.2 Impedance of Ear Canal Walls

Here, we set up simulations similar to the previous
section with the exception that the ear canal walls are
no longer modeled as rigid. COMSOL’s Physiological
Impedance (Human Skin) feature is used to apply an
impedance boundary condition to the ear canal walls.
This impedance model is based on [36]. Note that the
termination impedances of the coupler were kept at
the termination of the ear canal. Fig. 9 shows a com-
parison of HRTFs at 0◦ azimuth at the left ear for the
two different boundary conditions. It is observed that
accounting for the ear canal wall impedance decreases
the magnitude at the resonance peak, bringing simula-
tion results closer to measurements and reducing the
validation error.

Results in Fig. 9 suggest that the employed wave-based
model does not account for some losses in the measure-
ments. However, it is unclear if such losses occur in
reality at the walls of the ear canal or at the termination
of the ear canal. Similarly, the exact mechanism of
generating such losses (e.g., boundary thermoviscous
losses, viscous losses in the coupler, vibroacoustical
losses in surrounding structures of the ear canal) is
unclear.

Fig. 9: Effect of ear canal wall impedance on the HRTF
at 0◦ azimuth and 0◦ elevation.

5 Conclusion

In this paper, we developed a digital twin for the Brüel
and Kjær high-frequency HATS Type 5128, fitted with

a coupler which emulates a typical eardrum impedance.
First, the HATS CAD drawing was validated against an
in-house scan. Then, the physics of the coupler were
embedded in the model in a two-step process: (1) recon-
struction of the ear canal geometry and (2) replicating
the coupler’s transfer impedance through reduced-order
models. HRTF measurements were conducted 2 meters
away from the center of the head in an anechoic cham-
ber at three spatial directions in the horizontal plane;
FEM wave-based acoustic models in COMSOL were
developed aiming to represent the test setup as closely
as possible. To increase confidence in the simulation
results, preliminary convergence studies were done by
resolving the models on a sequence of progressively
refined meshes. To increase the confidence in the mea-
surements, the measurements were compared against
the manufacturer’s measurements for a collection of
HATS mannequins in the frontal direction. Next, vali-
dation studies were conducted to assess the fidelity of
the acoustic models. The main conclusions of the work
are listed below:

• Simulations capture the main features of measured
HRTFs, with error levels bounded to 2 dB up to 7
kHz, except for the case of contralateral ear at 90◦

azimuth, which shows higher error levels beyond
3 kHz.

• Relying on the simplified assumption of plane
waves for far-field HRTF simulations may lead to
low-frequency mismatch with measurements and
higher error levels, as a result. The effect may be
more significant when the surfaces affecting the
response are large enough and the surface normal
is significantly aligned with the incident wave’s
direction of propagation.

• Accounting for the ear canal wall impedance de-
creases resonance magnitude and introduces ad-
ditional loss mechanisms. This brings the simula-
tion results closer to measurements and reduces
the validation error.

The present validation studies may be improved by
properly quantifying and controlling several sources of
error that typically exist in validation studies [6, 4] (e.g.,
direct quantification of measurement and discretization
errors) and by a separate validation study to character-
ize the acoustics of the coupler (as opposed to calibrat-
ing the coupler).
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