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ABSTRACT

Spatial audio systems are capable of rendering moving sound sources. This is becoming more common in
commercial and domestic environments, driven by interest in spatial audio and virtual reality, and underpinned
by object-based audio delivery formats. When consulting standard methods for sound quality evaluation in terms
of spatially dynamic sound scenes (SDSS), challenges emerge indicating the methods are inadequate for the
application. This article presents an overview of state-of-the-art sound quality evaluation methods, particularly
focusing on their appropriateness for evaluation of SDSS. Limitations of current methodologies are discussed,
and research of temporal evaluation methodologies used in other sensory sciences are reviewed for their potential
applicability to audio quality assessment.

1 Introduction

Everyday life is full of movement. Whether passing the
main street of a city on a busy day or taking a relaxed
stroll in a secluded park, we always encounter a stream
of sounds creating a dynamic, ever-changing experi-
ence. Triggered by physical cues perceived through
our ears, our brain creates auditory 3D images of the
world and movements around us. These auditory im-
ages are continuously updated and linked to visual cues
to gain detailed spatial information about our surround-
ings. Advanced spatial audio technologies aim to repro-
duce this enveloping real-life sensation, subsequently
referred to as spatially dynamic sound scenes (SDSS),

while also allowing new creative and artistic ways to
render the movement of sound in complex 3D audio
scenes. In this context, it is not surprising that the repro-
duction of 3D sound plays a particularly important role
in the entertainment sector, including cinemas, home
cinemas, and gaming.

Reproduction of audio that involves perceivable move-
ment and, therefore, a form of envelopment in the
sound environment, is not a new invention. Due to hu-
man perception being more sensitive in the horizontal
than the vertical plane [1, 2], earlier spatial audio repro-
duction systems (such as 5.1 surround sound) focused
on optimization of sound in the horizontal plane. The
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field has continued to develop, and immersive audio,
3D-Sound, and next-generation (“Next Gen”) spatial
audio technology have all become buzzwords in recent
years. The primary development of these systems is the
addition of an acoustical vertical dimension to provide
a more immersive perception. They also allow mut-
lidimensional audio-visual experiences; for example,
virtual reality with full-sphere video and six degrees of
freedom movement.

There are two main types of 3D spatial audio reproduc-
tion system: binaural and soundfield. Binaural render-
ing is mostly used with headphones and applied in gam-
ing and other personal entertainment (e.g. augmented
and virtual reality in commonly known products such
as Oculus Rift and PlayStation VR). In terms of sound
reproduction quality of 3D audio, binaural rendering
faces various challenges such as optimal reproduction
of externalization, especially under dynamic conditions
[3]. Due to reliance on accurate simulation of local-
ization cues, influenced by the individual nature of
head-related transfer functions [4] and binaural room
responses [5], 3D audio experiences may vary for dif-
ferent users with headphones.

While binaural reproduction recreates natural 3D sound
at the listener’s ears, soundfield-based systems estab-
lish spatial audio effects by recreating soundfields cor-
responding to an acoustic scene with multiple loud-
speakers. The sound experience is not restricted to a
single listener or spatial point [6] and the spatial ef-
fect can be experienced by multiple listeners at a time.
Therefore, such systems are useful for scenarios such
as cinema, home theatre, and multi-player gaming.

Along with possible options like channel-based and
model-based (Higher Order Ambisonics, Wave-Field
Synthesis), the object-based audio workflow aims to
create an immersive sound experience, while allow-
ing new artistic, personalized and interactive options
[7–9]. Gasull Ruiz et al. [10] describe object-based
audio as means to overcome the drawbacks of the com-
monly used channel-based approach, where an audio
mix is specially produced for a certain loudspeaker
setup. In the object-based audio approach, the spatial
audio scene is saved in form of audio objects instead of
fixing the specific speaker signals in production. Audio
objects link a sound source with a set of associated in-
formation (metadata) like position, gain, delay, or type
of the virtual sound source, which can change as a func-
tion of time and therefore represent the movement of

the audio object. A complex audio scene is established
by combining several so-called virtual sound sources.

Despite the growing interest in spatial audio experi-
ences, standardized procedures and metrics for de-
termining the subjective quality of spatially dynamic
sound scenes (SDSS) are still missing. The available
standardized methods for evaluating sound quality face
various challenges with this type of acoustic environ-
ment. Typically, methods for sound quality evaluation
obtain a single value to describe the entire measured
experience. Those methods, therefore, do not consider
the changes in perception that occur with the dynamic
movement of sound. Fortunately, there are potentially
useful methods for considering temporal changes in
perception from other fields of sensory science. Exper-
imental studies [11, 12] show that descriptive methods
from sensory food quality evaluation can be imple-
mented in the sensory evaluation of sound. As the fla-
vor palette and the intensity of perceived flavors in our
mouth change over the process of chewing [13, p.179],
methods for evaluating food quality over time have
been developed. These include time-intensity meth-
ods [14] as well as more descriptive methods [15, 16].
Recent literature shows initial experiments combin-
ing temporal food quality evaluation with attributes of
sound evaluation in SDSS [17, 18].

Moreover, SDSS often combine audio and visual as-
pects. Research around multisensory perception shows
that there is a need to investigate the importance and
interaction of visual aspects when evaluating audio
quality [19, 20], especially under the consideration of
key use-case scenarios of SDSS.

In this article, current audio quality evaluation method-
ologies are reviewed in order to determine whether
they are sufficient for evaluating the perceptual quality
of SDSS. In Section 2 the focus is on the definition
of SDSS and the perception of movement. This is fol-
lowed in Section 3 by an introduction to state-of-the-art
perceptual sound quality evaluation methods, their lim-
its regarding spatially dynamic stimuli, and a review
of methods that might tackle those challenges. In Sec-
tion 4 multi-sensory research in terms of audio-visual
cross-influences is summarized. Finally, in Section 5,
the main conclusions emerging from the literature are
summarized and future work is suggested.
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2 Spatially dynamic sound scenes and
perception of moving audio sources

It is commonly known that there is a difference be-
tween a physically measurable acoustic event and how
the same event is perceived by a listener [21, p.1 ff.].
A simple example of this concept is the following: the
changing level of an approaching car is physically mea-
surable. However, if the pedestrian completely blocks
out the outside noise with headphones, their auditory
perception does not correspond to the physical changes
of sound in their environment. It seems, thus, logical,
to differentiate between a physical “sound event” and
a perceived “auditory event”. Those different events
are, of course, related to and associated with each other,
while also being able to be classified in relation to each
other [21, p.3]. Investigating the connection between
sound and auditory events is one of the underlying ques-
tions of sensory evaluation. This process is complicated
by the indirect nature of assessment of perceptual fea-
tures, as the experimenter is not able to directly assess
the perception of a listener and, therefore, relies on a
form of description of their experience [21, p.6 ff.].

This underlying assumption is also of importance when
perceptually evaluating SDSS. The term dynamic, by
definition, implies something that is “characterized by
constant change, activity, or progress” (Oxford Lan-
guages). A SDSS implies, consequently, an acoustic
scene that is characterized by some spatial change. In
terms of perceptual evaluation, the first question would,
therefore, be: when and how do we perceive spatial
changes, and, hence, auditory movement?

“Spatial hearing” describes the way sound sources are
perceptually localized and the perception of spatial at-
tributes at the listener’s position. Spatial cues (e.g.,
interaural time difference and interaural level differ-
ence) change when the sound sources move in relation
to the listener [22], the listener moves in relation to
the sound source [23], or both move in relation to each
other [24]. Carlile and Leung [25] identified location,
trajectory, and velocity of motion relative to that of
the listener’s head as the main perceptual factors for
auditory motion.

When reviewing research on the topic of perception of
auditory motion Carlile and Leung [25] summarized
scientific advances and concluded, that a lot of scien-
tific findings were influenced by the limitation of stim-
ulus paradigms. These limitations were, among other

things, caused by restricted technical apparatus (e.g.,
limited ability to reproduce moving sound sources with-
out physically moving a loudspeaker). Consequently,
research has been primarily based on simple linear
or rotational movement rather than more ecologically
valid source movement [26].

3 Sensory evaluation of spatially
dynamic sound scenes

In this section some basic definitions in terms of sound
quality evaluation are given, before focusing on the
limitations of modern quality evaluation methods re-
garding the evaluation of SDSS. Thereafter, temporal
quality evaluation methods from other fields and their
application in sound evaluation are reviewed.

3.1 An introduction in sound quality evaluation

There has been extensive research on the topic of sound
quality assessment since the early days of sound cre-
ation, processing, and reproduction. In the past, quality
assessment has proven to be a valuable and essential
tool for the development and further improvement of
new technology (e.g., enhancement algorithms, repro-
duction systems, etc.). As numerous as the areas of
application for quality evaluation are, so is the number
of definitions.

Letowski [27] describes the general term of quality as
a reference to “a character of an object or a merit of its
superiority”. Assuming that a physically measurable
sound creates an auditory image of the sound in the
listener’s mind, sound quality is expressed as satisfac-
tion or dissatisfaction with that image. The auditory
image is formed by a sum of auditory sensations and
can be assessed by comparison to an auditory image
of another stimulus or a concept in the listener’s mind
based on expectation and memory. Since this definition
was proposed, there have been multiple specifications
of this underlying concept. When considering sound
quality, Raake and Wierstorf [28] similarly describe
the consideration of human listeners who use received
acoustic signals to extract features and assign meaning.
Moreover, it is stated that quality assessment depends
on the context it is used in. Raake and Wierstorf conse-
quently divide quality into an audio-technology and an
engineering context. The engineering context is char-
acterized by instrumental measurements (i.e., pressure
levels, frequency responses, decay times, etc.), while
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the audio-technology context, which this article will
focus on, covers “any kind of processing between the
generation of a sound by its initial source(s) and its
recording via different audio-technology systems along
the chain up to the listener”. Therefore, the audio-
technology context does not only cover technical but
also features of human perception. This characteriza-
tion resembles the often used division into subjective
and objective evaluation methods. While subjective
evaluation results according to this definition are ob-
tained by directly asking the listener about their per-
ception, objective evaluation methods aim to predict
listener perception by either using physical measure-
ments or based on perception models [29, p.11]. As
criticized by Zacharov [30, p.61,62] the term “subjec-
tive” in this context is misleading, as it implies listening
tests being purely “based on, or influenced by, personal
feelings, tastes, or opinions”. It is further argued, that
some types of listening experiments can be objective.
This will be explained in detail with the help of the
so-called filter model [29, 30].

The filter model, as described by Bech and Zacharov
[29, p.39 ff.], shows how sound as a physical phe-
nomenon creates auditory images in the listener’s mind,
on which they can form an opinion of the sound un-
der evaluation. The model distinguishes the perception
process into three domains. The physical domain is
characterized by a measurable physical stimulus, thus,
assessable by objective evaluation methods e.g., sound
pressure levels or frequency analysis. The processing
along the auditory pathway can be described with two
filters. The first is a filter where the audio signal is trans-
formed to the perceptual domain. Here, attributes of
perception, based on sensory modalities, are assessed
(e.g., loudness). These types of attributes can either
be called perceptual or descriptive and form an objec-
tive quantification of sensory strength of the perceived
stimulus [30]. Next, the perceived stimulus is influ-
enced by the second filter made up of cognitive factors
(e.g., mood, context, emotion, background, expecta-
tion), which forms the affective (or hedonic) domain
and ultimately the preference. In this model, it is only
this domain that is associated with personal opinion
and, consequently, connected with subjectivity. Lastly,
according to this model, it is possible to assess basic
audio quality (BAQ), by adding attributes of the per-
ceptual domain with a certain weighing according to
the situation under evaluation, assessing BAQ without
the influence of cognitive factors and, thus, assessing

a form of comparable objective listening test evalua-
tion. Therefore, the term “sensory” evaluation when
speaking of listening tests, in general, is preferred.

There is a significant focus on the expansion of in-
strumental audio quality algorithms to predict human
perception and reduce expenses in time and cost of the
evaluation processes. Still, listening tests with human
listeners are the gold standard. One particular down-
side of perceptually-motivated perceptual models is
that their accuracy is not known when applied to novel,
complex audio technology [29, p.11].

3.2 The limits of modern quality evaluation

There are various ITU standard recommendations re-
garding the assessment of quality and methodologies
for assessing audio quality (e.g., ITU-R BS.1116 [31],
ITU-R BS.1534 [32]). When using state-of-the-art
methodologies of sound quality or experience assess-
ment on spatially dynamic sound fields, different chal-
lenges can be identified.

Recommendations for state-of-the-art quality evalua-
tion suggest that the stimulus should be of low com-
plexity to enable an easy understanding of the attribute
under evaluation and prevent confusion [33]. Stim-
uli are, thus, often selected on the basis of perceptual
constancy; dynamic aspects are considered to be a dis-
traction and, therefore, not included in stimulus sets.
Hence, it is assumed that perceptual attributes under
evaluation are stationary enough that the resulting mean
value over time can be considered an accurate repre-
sentation of the experience [29]. A SDSS implies an
acoustic scene that is characterized by some spatial
change. While some aspects of this kind of sound scene
might remain constant over time (e.g., timbre), some
other aspects are by definition dynamic (e.g., the spatial
characteristics of the sound source when movement is
rendered). Thus, by evaluating the dynamic nature of
a sound (e.g., the movement of a sound object), some
perceptual characteristic describing SDSS are assumed
not to be constant over time and due to their changing
nature, high in complexity. As a consequence, it can be
concluded, that a single value result of quality quantifi-
cation does not correctly describe the actual experience
of the listener.

Another closely connected point of discussion comes
into question when looking at the length of the stimu-
lus. Due to the auditory working memory that is used
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to distinguish perceptual differences having a range of
a few seconds at most [34], it is generally advised to
keep the stimulus under test as short as possible. This
is to “avoid fatiguing of listeners, increased robustness
and stability of listener responses, and to reduce the
total duration of the listening test”, as stated in the
ITU recommendation BS.1534 for subjective assess-
ments of intermediate quality level of audio systems
[32]. Further, the recommendation points out that a
signal exceeding the length of 12 seconds might lead to
bias in the result, inducing primacy and recency effects.
Both effects describe the likelihood of recalling infor-
mation depending on their position of presentation, as
the first and last item in a memory task can usually be
memorized best. Particularly the recency effect means
that quality impairments towards the end of a stimulus
are weighted more strongly in the overall judgment,
and duration neglect suggests that the peak intensity of
a negative stimulus is a much greater factor than the
duration of the negative stimulus in the rating [35]. The
standard methods also allow participants to isolate a
specific loop of the content enabling the evaluation of
only isolated loops of the signal that differ greatly in
spectral and temporal features across the signal. More-
over, there is no guarantee that different participants
isolate the same loops.

In summary, a longer stimulus combined with an retro-
spective evaluation promotes bias in the results, which
leads to the result not being representative for the ex-
perience. Depending on SDSS under evaluation (e.g.,
the evaluation of a looming motion) and considering
the perception of movement depending on time, it is
valid to say that the traditional evaluation methods are
insufficient for evaluation of SDSS.

3.3 Temporal quality evaluation

In the previous section, some problems with using ex-
isting methods for evaluation of SDSS were outlined.
Despite this, such methods are still commonly used for
evaluation in situations where there are moving sound
sources; for example, to evaluate algorithms for spa-
tial audio systems [36] or compare different rendering
systems for spatial sound [37]. Only very few per-
ceptual methods have been developed or applied that
try to account for SDSS evaluation and the challenges
mentioned previously.

In a broader picture of assessing momentary quality of
experience Weiss et al. [38] give two approaches for

overcoming the drawbacks of retrospective evaluation:
dividing the content into shorter, separately evaluated
segments or a continuous evaluation. Besides being
a time consuming procedure for long test items, seg-
mentation of the content (e.g., as used in the double
stimulus continuous quality scale [39] method), might
not always be appropriate for evaluating some SDSS;
for example, if a long item was required to allow eco-
logical validity and/or narrative context, or if certain
dynamic aspects of the scene (such as movement paths)
would be affected by the segmentation.

Continuous evaluation has only rarely been performed
for evaluation of audio stimuli, but has been used in
other sensory sciences such as evaluation of picture
and food quality. This type of evaluation has been
shown to reduce the recency effect bias on retrospective
judgements [35].

Single stimulus continuous quality evaluation (SSCQE)
[39–41] was first introduced in the evaluation of televi-
sion pictures then implemented in speech quality evalu-
ation. It allows assessors to continuously rate quality us-
ing a slider mechanism with an associated interval scale.
While SSCQE has proven to be a valuable method of
rating quality variations over time [42] there are two
notable criticisms[38]. Firstly, the task of constantly
evaluating and operating the slider takes attention away
from the main task of evaluating the stimulus [43]. Sec-
ondly, the results can lose accuracy when aggregated
across experiment participants because of their differ-
ent reaction times to quality changes [44]. Additionally,
Kokotopoulos [45] showed that there are differences in
reaction time depending on quality changes from good
to bad or vise versa. In an attempt to mitigate against
some of these drawbacks, other types of rating devices
for continuous tracking of quality changes have been
investigated [38]. For example, Jumisko-Pyykkö at al.
[46] used a simplified continuous assessment (press-
ing a button whenever perceived quality degradation
occurred) to investigate the perceived unacceptability
of instantaneous audio, visual and audiovisual errors.

Borowiak et al. [47] proposed another method for con-
tinuous quality evaluation for long duration audiovisual
content. Instead of setting scores on predefined rating
scales, their approach was to let the assessors adjust
the quality when degradation occurred by means of
an adjustment device. According to the authors, low
distraction was achieved by the intuitiveness of the
methodology, which led to higher focus on the content.
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In food quality evaluation continuous time intensity
scaling has long been a subject of research, as tem-
poral methods give more detailed information about
aspects like flavor and texture changes [13]. In time-
intensity (TI) evaluation, perceived sensational changes
of one descriptive attribute (e.g., sweetness) are con-
tinuously monitored [14]. As the process of evaluating
only one attribute at a time quickly gets time consum-
ing, the method of temporal dominance of sensation
(TDS) [15] was developed. Here, a list of up to ten
attributes is presented with the task to select and score
the dominant attribute. Moreover, participants are in-
structed to change the selected attribute if the perceived
dominance changes. Each run results in a set of scored
sensory attributes quoted at different times along the
food tasting. Another method that was proposed to in-
vestigate the temporal sensory characteristics of food in
more detail is temporal check-all-that-apply (TCATA)
[16]. The TCATA method, as proposed by Castura
et al. [16] is an extension of the check-all-that-apply
(CATA) method [48] and facilitates dynamic assess-
ment of the multidimensional sensory properties of a
product as they evolving over time. In the more ba-
sic CATA method, rapid product profiles are obtained;
consumers are presented with a list of attributes and
asked to indicate which words or phrases appropriately
describe their experiences. In the TCATA method, the
selection and deselection of attributes continues over
time. Changes are logged, so the assessor is able to
evaluate the sensory change in products.

3.4 Temporal evaluation methods applied to
audio quality

In an experimental study, Gil et al. [17, 18] combined
the food quality assessment method TCATA [16] with
attributes for evaluation of spatial audio assessment
[49]. In a first pilot experiment, Gil et al. [17] used
two previously selected attributes (“dynamic” and “en-
veloping”) to describe two sound scenes, where one of
the sound scenes contained a source that was moving
around the listener and the other one was considered
static. The result of this preliminary experiment in-
dicated that both tested attributes were selected when
movement was involved in the sound scene. This ob-
servation was made for both stereo and 40-loudspeaker
layouts. In a second experiment, Gil at al. [18] used the
same methodology on a larger scale (four attributes)
and were, overall, able to measure perceptual responses
varying over time that were consistent with physical

changes, while using different loudspeaker systems
and following different patterns of movement around a
listener.

4 Visual cues in sensory evaluation of
sound

SDSS are used most commonly in conjunction with
moving images (for example, in object-based audio
with cinema, or 6DOF rendering in virtual reality). Tra-
ditionally, sensory research has shied away from inves-
tigating multi-sensory integration [50]. This is at least
in part due to the common belief that uni-sensory pro-
cessing is first executed by dedicated neural pathways,
assumed to be largely independent and hierarchically
organized [51], and the process of sensory integration
taking only place at later stages [52, 53]. However, re-
cent findings show that the connectivity between early
uni-sensory areas in the brain is closer than previously
thought [54]. One example for auditory-visual interac-
tions is the ventriloquist effect, where a listener cou-
ples a sound to a visual stimulus rather than the actual
sound source (e.g., when watching a movie and sound
source seems to be the actor’s lips rather then the loud-
speaker setup) [55]. Another auditory-visual effect is
the McGurk effect [56] describing the influence of a
visually formed syllable on the auditory perception of
another syllable. Additionally, visual cues have been
shown: (1) to be beneficial for speech intelligibility in
noisy environments [57]; (2) to affect percepts such
as annoyance [58]; and to be involved in localization
perception [24]. Finally, there has also been evidence
of visual cues influencing the perception of spatial au-
dio. Woodcock et al. [19] investigated the influence of
visual stimuli on a set of attributes relevant to the per-
ception of spatial audio; they showed that the presence
or absence of visuals has a significant effect on realism,
sense of space and spatial clarity.

5 Conclusions

Advances in spatial audio technology enable an im-
proved and more complex rendering of sound source
movement. The created sound scenes fall under the cat-
egory of spatially dynamic sound scenes, perceptually
characterized by changing spatial cues and perceptual
factors that can only be identified over time (such as
trajectory, velocity, and motion in relation to the lis-
tener’s head). The goal of this article was to determine
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whether current audio quality evaluation methodolo-
gies are sufficient for evaluating the perceptual quality
of SDSS.

The literature review showed that currently available,
standardized methodologies for sound quality evalua-
tion are unfit for evaluation of stimuli that are dynamic.
In Section 3.2, limits of existing methods were identi-
fied. Standardized methods for audio quality evaluation
have relied on perceptually constant stimuli. This is
problematic for SDSS for which it is necessary to eval-
uate dynamic properties. One problem, for example, is
the difficulty for participants of attaching a single value
to a dynamic scene. Such retrospective ratings are also
subject to a number of possible biases.

Consequently, methodologies and new metrics should
be explored. Using temporal evaluation methods to
record continuous observations of quality changes is
one of the possible solutions to the challenges. Re-
viewing existing methodologies for temporal quality
evaluation in Section 3.3 showed that there has been
relatively little research on temporal quality evalua-
tion of multimedia content and systems, and even less
in the audio domain. In contrast to that, research of
food evaluation has established procedures for tempo-
ral evaluation of perceptual attributes. Experimental
work using methodologies from food science applied
to spatial sound perception has showed good results but
should be investigated further.

5.1 Future work

Multiple continuous methodologies that would possibly
be suited to evaluating temporal quality changes in
audio quality evaluation were reviewed. Future work
could explore how well they work for evaluation of
perceptual sound quality in practice.

Additionally, one of the main goals in future work
should be the determination of potential descriptive
attributes of spatially dynamic sound scenes. The at-
tributes chosen by Gil et al. [17, 18] were based on
available literature [49] and experimental selection
without an elicitation process, as the available list of at-
tributes for spatial sound quality assessment is currently
lacking attributes defining perceptual spatial movement
[49, 59]. Therefore, it is possible that more attributes
are relevant for SDSS and could be elicited by combin-
ing TCATA with a preliminary elicitation process (e.g.,
by using the CATA method on multiple possible at-
tributes first). A further step of evaluation, as suggested

by Gil et al. [17], is a scaling operation (e.g., time-
intensity methodology for sensory evaluation [14]) to
investigate the perceptual intensity of attributes over
time.

Moreover, Gil et al. [17]’s preliminary results indi-
cate the possibility of identifying perceptual attributes
describing dynamic changes in SPSS even when only
used with a stereo loudspeaker setup. As domestic-
environments are one of the main use-case scenarios
for SDSS, the approach could further be tested in more
ecologically valid environments and with “real” stimuli.
Additionally, such a setup would permit a implementa-
tion of a matching audio-visual cues (e.g., a television
screen). The literature reviewed in Section 4 suggests
that the visual component is an additional important as-
pect. Therefore, future research should consider audio
and visual modalities alongside each other.
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