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Performance errors are characterized for two representative linear extrapolation methods
for virtual navigation of higher-order ambisonics sound fields. For such methods, navigation
is theoretically restricted to within the so-called region of validity, which spherically extends
from the recording ambisonics microphone to its nearest source, but the precise consequences
of violating that restriction have not been previously established. To that end, the errors
introduced by each method are objectively evaluated, in terms of metrics for sound level,
spectral coloration, source localization, and diffuseness, through numerical simulations over a
range of valid and invalid conditions. Under valid conditions, results show that the first method,
based on translating along plane-waves, accurately reproduces both the level and localization
of a source, whereas the second method, based on ambisonics translation coefficients, incurs
significant errors in both level and spectral content that increase steadily with translation
distance. Under invalid conditions, two common features of the performance of both methods
are identified: significant localization errors are introduced and the reproduced level is too low.
It is argued that these penalties are inherent to all methods that are bound by the region of
validity restriction, including all linear extrapolation methods.

0 INTRODUCTION

Virtual navigation of three-dimensional higher-order am-
bisonics sound fields (i.e., sound fields that have been de-
composed into spherical harmonics) enables a listener to
explore an acoustic space and, ideally, experience a spa-
tially and tonally accurate perception of the sound field.
Applications of this type of virtual sound field naviga-
tion (hereafter just “virtual navigation”) may be found in
virtual-reality (VR) reproductions of real-world spaces. For
example, given an acoustic recording of an orchestral per-
formance, a listener can virtually navigate that recording
in order to experience that performance from different van-
tage points. Another application of virtual navigation can
be found in VR games, in which synthetic spatial room im-
pulse responses (RIRs) are used to produce spatial audio.
Calculating these spatial RIRs on the fly can be compu-
tationally intensive, so it may be preferable to pre-render
spatial RIRs on a fixed grid of points and then, in real time,
navigate between them to generate spatial RIRs at interme-
diate positions.

According to ambisonics theory, a higher-order ambison-
ics (HOA) recording of a sound field contains information
about the spatial and temporal distribution of sound over
the entire spherical free-field region surrounding the micro-

phone (i.e., the so-called region of validity) [1–3]. However,
it is well-established that a finite-order expansion of a sound
field yields only an approximation to that sound field, the
accuracy of which decreases with increasing frequency and
distance from the expansion center [4, 5], so the prospect
of navigating such a sound field is inherently limited. In
particular, a sound field is only accurately represented by
an Lth-order expansion up to a distance r, provided that

kr ≤ L , (1)

where k is the angular wavenumber [5]. Fortunately, this
limitation is primarily a technical one, since synthetic sound
fields can be generated to arbitrarily high orders and micro-
phone array technology1 is rapidly advancing such that it
may soon be practical to capture very high-order expansions
of real sound fields.

The more fundamental limitation of the spherical-
harmonic description of sound fields is that the region over
which the HOA expansion is mathematically valid is limited
by the nearest sound source (or scattering body) to the ex-
pansion center (see Sec. 1 for more details). Consequently,

1 See, for example: the Zylia ZM-1 [6], mh acoustics Eigenmike
[7], and VisiSonics Audio Camera [8].
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from a mathematical standpoint, near-field sources pose a
particularly limiting problem to navigation. However, any
degradations in sound quality (e.g., in terms of spatial or
spectral fidelity) that might result from violating this region
of validity restriction have not been clearly determined and
are a primary focus of this work.

Several previous studies have developed extrapolation-
based (i.e., using only a single HOA microphone2) navi-
gational methods, some of which are more susceptible to
violating the region of validity restriction than others (as
discussed below). In the following section, we provide a
critical review of these existing methods and identify the
main challenges they face.

0.1 Previous Work
Perhaps the most intuitive navigational method is the vir-

tual ambisonics method, as described by Tylka and Choueiri
[9, Sec. 3.1]. In this method, the ambisonics signals are first
decoded for a given loudspeaker array, which is then simu-
lated in a virtual space with the listener at any desired posi-
tion within the array. The combined signals arriving at the
virtual listener from the virtual loudspeaker array are then
computed numerically and played back to the real listener.
Some advantages of this method are that we are free of the
practical limitations (such as space, floors/walls, cost, etc.)
common to physical loudspeaker arrays and we can lever-
age the wealth of experience with real HOA systems that
have been accumulated by researchers in this field (e.g.,
studies have shown that, at off-center listening positions:
adding near-field compensation yields a more accurately
reconstructed sound field [10], max-rE decoding improves
localization accuracy compared to standard pseudoinverse
decoding [11], etc.).

In a recent study, Fernandez-Grande [12] proposed a sim-
ilar method, referred to as the spherical equivalent source
method, in which the sound field is captured with one (or
more) HOA microphone(s) and subsequently fitted, in a
least-squares sense, to that created by a predefined array
of virtual monopole sources. This yields a virtual sound
field consisting of a finite set of known monopole sources,
which can then be rendered for an arbitrary listening po-
sition elsewhere in the space. Unless these virtual source
positions can be determined based on a priori knowledge of
the real source position(s), the performance of this method
is unlikely to differ substantially from that of the virtual
ambisonics method (especially if a uniformly distributed
spherical array of virtual sources is chosen). Additionally,
as they have been defined, neither of these methods have
any knowledge of any source (or obstacle) positions; con-
sequently, depending on the positions of the real sources in
the sound field, the listener may inadvertently navigate too
far and violate the region of validity restriction.

The plane-wave translation method, described here in
Sec. 2.1, entails computing a plane-wave expansion of the

2 Here, we use the term “HOA microphone” to refer to any
array of microphone capsules (typically arranged on the surface
of a sphere or tetrahedron) that is used to capture ambisonics
signals.

sound field and translating along each plane-wave term.
Menzies and Al-Akaidi [13] first derived the mathemati-
cal operations required for this method, although they did
so while developing a technique to more accurately render
synthetic near-field sources binaurally by way of a plane-
wave expansion and translation. Schultz and Spors [14] later
formulated the plane-wave translation method for the pur-
pose of sound field navigation and examined the time- and
frequency-domain consequences of the translation opera-
tion. Similar to the methods described above, this method
is also prone to violating the region of validity restriction
in the presence of near-field sources.

Hahn and Spors [15] evaluated spectral coloration in-
duced by this method by visually examining impulse and
frequency responses and found that the induced coloration
is often mitigated by matching Q, the number of plane-
wave terms, to N, the number of ambisonics signals (i.e.,
the so-called “critically-sampled” condition, when Q = N)
[15, Sec. 5]. In the same study, the authors found that when
Q > N (in the so-called “oversampled” condition), navi-
gating parallel to the direction of a source introduced less
coloration than navigating perpendicularly. The localiza-
tion properties of this method were explored by Winter
et al. [16], who showed that the range over which ac-
curate localization is achieved increases with HOA ex-
pansion order and that increasing the number of plane-
wave-expansion terms beyond critically-sampled does not
improve localization. More recently, Tylka and Choueiri
[9] evaluated the localization errors using the velocity and
energy localization vectors developed by Gerzon [17], al-
though the perceptual relevance of the findings of this study
are limited since the analysis does not take into account the
precedence effect.

Another navigational method, referred to here as am-
bisonics translation and described in Sec. 2.2, entails trans-
lating the HOA expansion center by re-expanding the sound
field about the desired listening position.3 To enable fast
computation of such re-expansions, Gumerov and Du-
raiswami [2] derived a set of recurrence formulae, which
Zotter [3] later rederived for real-valued spherical harmon-
ics and which Tylka and Choueiri [20] recently distilled
and replicated for ease of implementation. Menzies and
Al-Akaidi [21] in particular described how this method
can be used to allow a listener to virtually navigate an HOA
sound field, although a detailed analysis was not performed.
More recently, Baumgartner and Zotter [22] discussed time-
domain implementation issues of the translation filters and
proposed a discrete-time realization with improved stabil-
ity.

Alternatively, one can use the same ambisonics transla-
tion filters and perform an inverse ambisonics translation

3 Relatedly, Ahrens and Spors [18] proposed a method that
uses very similar mathematical operations (Bessel function trans-
lations) in order to analytically move the “sweet-spot” in two
dimensions within a circular loudspeaker array, and Hannemann
and Donohue [19] proposed a multipole-matching method for
similar purposes but which requires a synthetic sound field that
can be expanded for an arbitrary desired listener position.
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by taking a matrix inverse (or pseudoinverse) of the filters 
for translating from the listener position to the micro-
phone. Wang and Chen [23] recently proposed a modifi-
cation to this approach, in which the spherical-harmonic 
translation coefficients are approximated via a finite-term 
discrete plane-wave decomposition. In that study, the au-
thors showed that their method tends to improve the sta-
bility of the matrix inversion compared to using the tra-
ditional spherical-harmonic translation coefficients [23, 
Sec. 4]. However, both the forward and inverse ambisonics 
translation methods are prone to violating the region of va-
lidity restriction if a listener navigates beyond the distance 
of the nearest source to the microphone.

In order to overcome the region of validity restriction, 
Wakayama et al. [24] proposed an extrapolation method 
that is based on spherical-harmonic translation filters but 
which requires a priori knowledge of the source position. 
This method, referred to here as multipole ambisonics trans-
lation, was shown to not only enable navigation beyond a 
near-field source but also accurately estimate the directivity 
of the source using a multipole expansion. It is not clear, 
however, whether or how this method can be extended to 
accommodate multiple sources.

More recently, Plinge et al. [25] developed a paramet-
ric method that relies on a time-frequency (i.e., short-time 
Fourier transform) analysis of the sound field from a sin-
gle first-order ambisonics microphone as well as a previ-
ously measured “distance map” of the environment. This 
distance map is essentially a source-distance lookup table, 
consisting of the measured (e.g., optically) distance to the 
nearest obstacle in each direction (azimuth and elevation) 
from the microphone. The recorded sound field is first de-
composed via directional audio coding (DirAC) [26] in the 
time-frequency domain into diffuse and directional sound 
components. Each directional component is then treated 
as a virtual point-source, with the direction of the source 
determined via an acoustic intensity vector calculation 
(cf. Merimaa and Pulkki [27, Eq. (11)]) and its distance 
determined via the distance map for that direction. The sig-
nals from these virtual sources are then “re-recorded” by a 
virtual microphone at an arbitrary position and with arbi-
trary directivity. By construction, this method, referred to 
here as distance-mapped sound field modeling, is free of  
the region of validity restriction as the listener is navigating 
within a well-defined model of the sound field. However, 
it is unclear if this method can accurately capture and re-
produce the directivities of the real sources, as the method 
exclusively uses omnidirectional point sources to model the 
sound field.

A few years earlier, Pihlajamaki and Pulkki [28] devel-
oped a conceptually similar method that also leverages a 
DirAC-based energetic analysis of the sound field and sub-
sequently maps the directional components of the sound 
field to a predefined so-called “convex hull,” in order to 
create a set of fixed virtual sources with known positions 
relative to the listener. The more recent method of Allen [29] 
is also quite similar, except a recursive approach (rather than 
DirAC) is taken to perform the directional decomposition, 
and a similarity analysis is performed to distinguish direct

and reflected sounds. This method too requires a predefined
set of possible source positions distributed around a convex
hull in order to map the extracted directional signals to vir-
tual sources with known positions. Collectively, we refer
to these methods as directional analysis and convex-hull
modeling.

In light of the above discussion we identify the following
main issues that existing extrapolation-based navigational
methods can face:

1. the region of validity restriction can be violated,
2. localization information can be degraded,
3. spectral colorations or other audible processing arti-

facts can be introduced,
4. geometric information about the sound field (e.g.,

source locations) must be known or inferred,
5. arbitrary (e.g., dense or reverberant) sound fields

cannot be reproduced, and/or
6. source directivity cannot be captured or reproduced.

The methods discussed above are listed in Table 1. It is
worth emphasizing that all of the linear methods are bound
by the region of validity restriction (this is actually true
more generally for any linear extrapolation method, as dis-
cussed in Sec. 7.1), whereas the parametric methods are
able to circumvent that restriction either by employing a
priori knowledge (or a posteriori estimates) of source po-
sitions or by generating a well-defined model of the incident
sound field (or both).

Several other authors have developed linear and paramet-
ric interpolation-based navigational methods [30–34, and
references therein], which employ an array of HOA micro-
phones and are expected to yield significant improvements
compared to extrapolation methods in terms of spectral col-
oration and source localization. While it is outside the scope
of this work to discuss these methods in detail, a critical
review of such methods is given by Tylka and Choueiri
[35].

0.2 Objectives and Approach
The objectives of the present work are to 1. determine

the penalties incurred by violating the region of validity re-
striction and 2. characterize and compare the performance
of the existing linear extrapolation methods. Here, however,
we omit the virtual ambisonics and spherical equivalent
source methods, since, conceptually, they are not signif-
icantly different from the plane-wave translation method
(especially for far and uniformly distributed virtual source
arrays). We also omit the inverse ambisonics translation
method, which is conceptually very similar to the forward
ambisonics translation method. Consequently, we take the
plane-wave and ambisonics translation methods to be rep-
resentative of the entire class of linear extrapolation-based
navigational methods.

We characterize the performance of each method through
numerical simulations over a range of valid and invalid
conditions and use objective metrics to evaluate the errors
introduced by each method in terms of sound level, spectral
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Table 1. Summary of published extrapolation-based navigational methods.

Method Processing Additional Inputs

Virtual ambisonics [9, Sec. 3.1] Linear
Spherical equivalent source method [12] Linear
Plane-wave translation [14] Linear
Ambisonics translation [2, 21, 3] Linear
Inverse ambisonics translation [23] Linear
Multipole ambisonics translation [24] Parametric Source position
Distance-mapped sound field modeling [25] Parametric Distance map of environment
Directional analysis and convex-hull modeling [28, 29] Parametric Predefined convex hull of source positions

coloration, source localization, and diffuseness. In order to
identify the penalties associated with violating the region
of validity restriction, we look for common features of the
performance of both methods under invalid conditions (this
is discussed in more detail in Sec. 7.1).

First, in Sec. 1, we review relevant acoustical and am-
bisonics theory; in Sec. 2, we review the formulation of each
navigational method; and in Sec. 3, we describe the numer-
ical simulations and objective metrics employed here. We
then present, in Sec. 4, simulations of a typical far-field
scenario and objectively determine (in terms of these met-
rics) suitable parameters for the plane-wave decomposition
calculation required for the plane-wave translation method.
Next, in Sec. 5, we explore basic properties of each method
by computing the effective frequency responses induced by
translation for various source azimuths. We then present and
discuss in Sec. 6 the results of simulations characterizing
and comparing the performance of both methods. Finally,
in Sec. 7, we summarize the findings from the presented
analyses, discuss the practical viability of each method, and
draw broader conclusions regarding the penalties associated
with violating the region of validity restriction.

1 RELEVANT AMBISONICS THEORY

As is common in HOA, we adopt Cartesian and spherical
coordinate systems in which, for a listener positioned at the
origin, the +x-axis points forward, the +y-axis points to
the left, and the +z-axis points upward. Correspondingly,
r is the (nonnegative) radial distance from the origin, θ ∈
[ − π/2, π/2] is the elevation angle above the horizontal
(x-y) plane, and φ ∈ [0, 2π) is the azimuthal angle around
the vertical (z) axis, with (θ, φ) = (0, 0) corresponding
to the +x direction and (0, π/2) to the +y direction. For a
position vector �r = (x, y, z), we denote the corresponding
unit vector by r̂ ≡ �r/r .

Here, we use real-valued orthonormal (N3D) spherical
harmonics, as given by Zotter [3, Sec. 2.2], and we adopt the
ambisonics channel number (ACN) convention [36] such
that, for a spherical harmonic function of degree l ∈ [0,
∞) and order m ∈ [ − l, l], the ACN index n is given by n
= l(l + 1) + m and the spherical harmonic function is denoted
by Yn.

In the free field (i.e., in a region free of sources and scat-
tering bodies), the acoustic potential field, ψ (defined as the
Fourier transform of the acoustic pressure field), satisfies
the homogeneous Helmholtz equation and can therefore

Fig. 1. Diagram of the region of validity for a free-field spherical
Fourier-Bessel expansion. The empty circle indicates the expan-
sion center, the filled circles indicate source positions, and the
shaded disk indicates the region of validity. The radius of the re-
gion of validity is equal to R, the distance of the nearest source
from the expansion center.

be expressed as an infinite sum of regular (i.e., not singu-
lar) basis solutions. In ambisonics, these basis solutions are
given by jl(kr )Yn(r̂ ), where jl is the spherical Bessel func-
tion of order l and k is the angular wavenumber. The sum,
also known as a spherical Fourier-Bessel series expansion,
is given by [2, Ch. 2]

ψ(k, �r ) =
∞∑

n=0

4π(−i)l An(k) jl(kr )Yn(r̂ ), (2)

where An are the corresponding (frequency-dependent) ex-
pansion coefficients and we have, without loss of generality,
factored out ( − i)l to ensure conjugate-symmetry in each
An, thereby making each ambisonics signal (i.e., the inverse
Fourier transform of An) real-valued for a real pressure field.
In practice, this expansion is truncated to a finite order L
(i.e., l ∈ [0, L]), yielding N = (L + 1)2 terms.

The series solution in Eq. (2) can be used to describe the
acoustic potential in an interior region, that is, for r < R,
where R is a finite distance [1, Sec. 6.8]. So that the region
remains source- and obstacle-free, R is typically taken to be
the distance of the nearest source or scattering body to the
origin. This defines the so-called region of validity around
a given expansion center, which is illustrated in Fig. 1.

The ambisonics encoding filters for a point source lo-
cated at �s0 and expanded about the origin are given in the
frequency domain by [4, Eq. (10)]

An(k) = i l+1khl(ks0)Yn(ŝ0), (3)

where hl is the (outgoing) spherical Hankel function of
order l. Similarly, the ambisonics encoding filters for a
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Fig. 2. Diagram of microphone and listener positions. The empty
circle indicates the microphone position, the filled circle indicates
the listener position, and the shaded disks indicate the regions
of the sound field represented by the corresponding ambisonics
expansions.

plane-wave source originating from ŝ0 are given by [4,
Eq. (9)]

An(k) = Yn(ŝ0). (4)

2 NAVIGATIONAL METHODS

Generally, we seek the ambisonics signals, An, up to
order Lout, that describe the sound field in the vicinity of
the listener, located at �r0. Using an order-truncated version
of Eq. (2), this potential field is given by

ψ(k, �r + �r0) =
Nout−1∑

n=0

4π(−i)l An(k) jl(kr )Yn(r̂ ), (5)

where Nout = (Lout + 1)2, An now denotes the ambisonics
signals for an expansion about �r0, and �r corresponds to the
displacement away from that expansion center.

We take as inputs to each navigational method a set of
measured (or synthesized) ambisonics signals, Bn, up to
order Lin, that describe the sound field in the vicinity of the
microphone (either real or virtual), which is located at �u.4

Again using Eq. (2), this potential field is given by

ψ(k, �r + �u) =
Nin−1∑
n=0

4π(−i)l Bn(k) jl(kr )Yn(r̂ ), (6)

where Nin = (Lin + 1)2 and Bn denotes the ambisonics
signals for an expansion about �u. Thus, estimation of An

from Bn amounts to a translation from the position of the
microphone, �u, along the vector �r0 − �u, as illustrated in
Fig. 2.

4 The order of the ambisonics microphone is generally deter-
mined by the number of capsules in the assembly.

For later use, we define vectors of ambisonics signals,
given by

a =

⎡
⎢⎢⎢⎣

A0

A1
...

ANout−1

⎤
⎥⎥⎥⎦ , b =

⎡
⎢⎢⎢⎣

B0

B1
...

BNin−1

⎤
⎥⎥⎥⎦ . (7)

Below, we review the derivations of the plane-wave and
ambisonics translation methods.

2.1 Plane-Wave Translation
Given the measured ambisonics signals, Bn, we first com-

pute the so-called signature function, μ, which represents
the coefficients of a plane-wave decomposition of the sound
field, such that the potential field can be approximately re-
constructed using a finite number of plane-waves. For a
given plane-wave source direction v̂, the signature function
is given by [2, Sec. 2.3.3]

μ(k, v̂; �u) =
Nin−1∑
n=0

Bn(k)Yn(v̂q ), (8)

where the �u parameter of μ denotes the position of the ex-
pansion center, i.e., the position of the microphone. Equiv-
alently, written as a matrix equation, we have⎡

⎢⎢⎢⎣
μ(k, v̂1; �u)
μ(k, v̂2; �u)

...
μ(k, v̂Q ; �u)

⎤
⎥⎥⎥⎦ = YT · b, (9)

where Q is the number of plane-wave terms; v̂q is the source
direction of the qth term, ∀q ∈ [1, Q]; (·)T denotes the
transpose of the argument; and Y is a matrix of spherical
harmonics, given by

Y =

⎡
⎢⎢⎢⎣

Y0(v̂1) Y0(v̂2) · · · Y0(v̂Q)
Y1(v̂1) Y1(v̂2) · · · Y1(v̂Q)

...
...

. . .
...

YNin−1(v̂1) YNin−1(v̂2) · · · YNin−1(v̂Q)

⎤
⎥⎥⎥⎦ . (10)

Due to its direct application of spherical harmonics, this
approach for computing μ via Eq. (9) is known as modal
beamforming (hereafter just “beamforming”), cf. Hahn and
Spors [15, Sec. 3].

Relative to the expansion center, the incident potential
field is approximately reconstructed by

ψ(k, �r + �u) ≈
Q∑

q=1

wqμ(k, v̂q ; �u)e−ikv̂q ·�r , (11)

where wq is the quadrature weight of the qth term, which is
dependent on the chosen grid of directions. By convention,
we assume

∑Q
q=1 wq = 4π and typically require that wq 	=

0, ∀q ∈ [1, Q].
From this equation, we can estimate the potential field

in the vicinity of an arbitrary listener position, �r0, by sub-
stituting �r + �r0 − �u for �r in Eq. (11). For each term in that
summation, the potential field at �r + �r0 then differs only by
a phase-factor e−ikv̂q ·(�r0−�u), so we combine this factor into
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Fig. 3. Magnitude responses caused by the ambisonics translation method for (a) various translation distances and (b) input orders.
The bottom axes show frequency in kHz while the top axes show the angular wavenumber k. The short vertical lines indicate the
nondimensional frequency k‖�r0 − �u‖ = L in. For legibility, each frequency response is offset by 30 dB.

the signature function and define the translated signature
function, μ′, given by [13]

μ′(k, v̂q ; �r0) = μ(k, v̂q ; �u)e−ikv̂q ·(�r0−�u). (12)

Effectively, this operation translates the expansion center
from �u to �r0.

The translated signature function can be converted back
into ambisonics signals, up to an arbitrary order, Lout, yield-
ing ambisonics signals for the listener, An, given by

An(k) =
Q∑

q=1

wqμ
′(k, v̂q ; �r0)Yn(v̂q ), (13)

where we have essentially encoded into ambisonics the sum
of Q plane-wave signals via Eq. (4).

As will become relevant in Sec. 4, a plane-wave decom-
position can alternatively be computed via a pseudoinver-
sion approach: instead of using Eq. (9), μ is given by

⎡
⎢⎢⎢⎣

μ(k, v̂1; �u)
μ(k, v̂2; �u)

...
μ(k, v̂Q ; �u)

⎤
⎥⎥⎥⎦ = W−1 · Y+ · b, (14)

where (·)+ denotes pseudoinversion and

W = diag
{[

w1 w2 · · · wQ
]}

. (15)

2.2 Ambisonics Translation
Given ambisonics signals Bn for an expansion about �u,

translated ambisonics signals for an expansion about �r0 are
given by [2, Ch. 3]

An′ (k) =
Nin−1∑
n=0

Tn,n′ (k, �r0 − �u)Bn(k), (16)

where Tn,n′ are the so-called translation coefficients, which
we compute using the recurrence formulae given by
Gumerov and Duraiswami [2, Sec. 3.2], Zotter [3, Ch. 3],
and Tylka and Choueiri [20]. Note that the translated ex-
pansion coefficients An′ can be computed to an arbitrary
output order Lout. In matrix form, we can write Eq. (16) as

a(k) = (T(k, �r0 − �u))T · b(k), (17)

where, omitting dependencies,

T =

⎡
⎢⎢⎢⎣

T0,0 T0,1 · · · T0,Nout−1

T1,0 T1,1 · · · T1,Nout−1
...

...
. . .

...
TNin−1,0 TNin−1,1 · · · TNin−1,Nout−1

⎤
⎥⎥⎥⎦ . (18)

As the full derivation for computing these translation co-
efficients is not easily presented in a concise manner, the
interested reader is referred to another publication of ours,
in which we have distilled and replicated the necessary for-
mulae for this computation [20]. Essentially, the translation
coefficients are computed by decomposing the translation
operation into three steps: first, a rotation of the ambison-
ics signals to orient the z-axis in the direction of desired
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Fig. 4. Diagram of a microphone (empty circle) and a single source
(filled circle). The shaded gray disk indicates the interior region,
where r < u. The jagged line segment indicates the navigable
region, where x ∈ [0, u] and y = z = 0.

translation; followed by a translation along that new z-axis;
and finally a rotation back to the original (or any other de-
sired) orientation. Due to the axial symmetry of many of the
spherical harmonics, the recurrence formulae are signifi-
cantly simplified by translation along the z-axis. Rotation of
the listener (or, equivalently, of the sound field) in ambison-
ics is straightforward and has been well-established in the
literature [2, 3] and involves the application of rotation ma-
trices to change coordinates and a frequency-independent
mixing of the ambisonics signals.

Using Eq. (17) to translate along �r0 − �u, the potential
field at �r + �r0 is then given by Eq. (5). It is important to note
that the re-expanded field is still limited in accuracy and
region of validity by the original expansion. In other words,
with increasing Lout, the re-expanded field approaches the
original order-limited field, not the incident field.

2.2.1 Frequency-Domain Behavior
According to Eq. (1), the accuracy of the translated am-

bisonics signals will degrade with increasing frequency and
distance away from the microphone [5]. To explore this be-
havior in the frequency domain, we compute the frequency
response induced by translation away from the microphone
and plot, in Fig. 3, the magnitude responses correspond-
ing to various translation distances and input orders. Sim-
ulations of this type are described in more detail in Sec.
3.1.1. From these plots, we see that translation effectively
acts as a low-pass filter, the corner frequency of which ap-
proximately corresponds to k ∝ L in/‖�r0 − �u‖, where ‖ · ‖
denotes the �2 norm (Euclidean distance) of a vector. (Al-
though not shown here, it can be verified that this behavior
also holds across all source and listener positions. See, for
example, Fig. 6(b), which shows this behavior over multiple
source azimuths.)

It is worth noting that the inverse ambisonics translation
method (discussed in Sec. 0.1) simply entails taking an

inverse (or pseudoinverse if Lin 	= Lout) of the translation
coefficients matrix, such that

a(k) =
(

(T(k, �u − �r0))T
)−1

· b(k). (19)

However, as the forward translation operation (given by
Eq. (17)) leads to an attenuation (i.e., a “roll-off”) of high
frequencies, the inverse operation will yield excessive high-
frequency amplification unless steps (such as regulariza-
tion) are taken to mitigate such excessive gains.

3 SIMULATIONS AND METRICS

Consider a single-microphone array geometry, illustrated
in Fig. 4, in which a single microphone is separated from
the origin by a distance u and placed along the longitudi-
nal x-axis, such that its position is given by �u = (u, 0, 0).
In this configuration, we define the navigable region as the
segment of the x-axis connecting the origin and microphone
position, i.e., all listener positions �r0 = (x0, 0, 0) where
x0 ∈ [0, u].

We further define a nondimensional geometrical param-
eter γ = r/u and refer to the region with γ > 1 as the exte-
rior region and that with γ < 1 as the interior region (see
Fig. 4).

Note that, by these definitions, interior sources (where
s0/u = γ < 1) tend to yield invalid conditions, as most of the
listening positions lie outside of the region of validity of the
microphone, whereas exterior sources (γ > 1) tend to yield
valid conditions. Strictly speaking, all listener positions are
valid when γ > 2 and become invalid as γ → 0; otherwise,
the precise validity of the situation depends on the azimuth
of the source as well as its distance, since a listening position
is only valid when ‖�r0 − �u‖ < ‖�s0 − �u‖.

3.1 Simulation Parameters
We simulate recording of the sound field depicted in

Fig. 4 for a range of microphone positions, u ∈ [0.1, 10]
m, and all source distances s0 = γu for γ ∈ [0.1, 10]. In
each simulation, we vary the source azimuth from ϕ0 =
0◦ to 180◦ in increments of 5◦ and generate, using Eq. (3),
an artificial HOA impulse response at the microphone. We
then estimate, via translation using each method, the HOA
impulse responses at listener positions from x0 = 0 to u,
taken in 20 equal increments.

In all simulations, unless stated otherwise, we choose
Lin = 4 and Lout = 1.5 The sampling rate is 48 kHz and all
impulse responses are calculated with 16,384 samples (≈
341 ms). Additionally, we filter all point-source HOA im-
pulse responses with order-dependent near-field compen-

5 Note that, for the metrics listed in Sec. 3.2, only the local-
ization model (described in Sec. 3.2.3) depends on Lout; all of the
other metrics, by construction, use only the zeroth- and first-order
signals.
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sation high-pass filters, given for the lth-order ambisonics
signals by

Hl( f ) = 1 − 1√
1 +

(
f
fl

)l
, (20)

where fl is the corner frequency of the lth filter, which we
choose to be fl = (200 × l) Hz.

3.1.1 Source Azimuth Dependence
In order to explore the basic properties of a given navi-

gational method, we consider a representative far-field sce-
nario and compute the effective frequency response induced
by translation. For these simulations, we pick s0 = 2.5 m
and γ = 10 (so u = 0.25 m) and translate to �r0 = (0, 0, 0).
Then, for each source azimuth, we compute the induced fre-
quency response, which is given by the ratio of the zeroth-
order translated ambisonics signal, A0(k), to the zeroth-
order reference ambisonics signal, B0(k), that would have
been measured at �r0.

3.2 Metrics
We quantify the errors incurred through navigation by

each method using the following metrics:

1. the level error, eλ, of the mean audible energy
(MAE), as given in Sec. 3.2.1;

2. the range, ρη, of the auditory band spectral error
(ABSE), as given in Sec. 3.2.2;

3. the localization error, eν, as given in Eq. (26), for the
localization vector model described in Sec. 3.2.3;
and

4. the error, e� , in the diffuseness parameter, as given
in Sec. 3.2.4.

For each simulation presented here, we average these
error metrics over the entire navigable region (as defined
above) and all source azimuths, for specified combinations
of source distance s0 and microphone distance u.

3.2.1 Mean Audible Energy (λ)
We define the mean audible energy (MAE), λ, of an

ambisonics signal as the average energy of the zeroth-order
term across a set of critical bands,6 i.e.,

λ = 10 log10

(
1

Nb

Nb∑
c=1

∫ |H�( f ; fc)||A0( f )|2d f∫ |H�( f ; fc)|d f

)
,

(21)

where H�( f ; fc) is the transfer function of a gammatone
filter7 (which approximates critical bands), with center fre-

6 Roughly speaking, a critical band refers to the bandwidth of
the effective auditory filter created by the cochlea, within which
a stronger second tone will mask the perception of a weaker first
tone [37, Ch. 3].

7 In this work, we used the gammatone filters implemented in
the large time-frequency analysis toolbox (LTFAT) for MATLAB
[38].

quency fc for c ∈ [1, Nb], and integration is taken over all
frequencies f. Here, we choose fc to be a set of equiva-
lent rectangular bandwidth (ERB)-spaced center frequen-
cies [39] spanning the range fc ∈ [50 Hz, 21 kHz]. The
summand in Eq. (21) approximately represents the power
spectrum of a signal reaching the cochlea, as defined by Sa-
lomons [40, Eq. (5.12)]. We further define the level error,
given in dB by

eλ = λ̃ − λ, (22)

where λ is the MAE for a reference signal and λ̃ is that for
a translated signal.

3.2.2 Auditory Band Spectral Error (η)
The auditory band spectral error (ABSE), adapted from

Schärer and Lindau [41, Eq. (9)], is given by

η( fc) = 10 log10

(∫ |H�( f ; fc)|| Ã0( f )|2d f∫ |H�( f ; fc)||A0( f )|2d f

)
, (23)

where A0 and Ã0 are the zeroth-order terms of the reference
and translated HOA transfer functions, respectively; each
integration is taken over all frequencies f; and we again
choose ERB-spaced fc ∈ [50 Hz, 21 kHz], as recommended
by Boren et al. [42]. We further define the spectral error,
given by

ρη = max
c

η( fc) − min
c

η( fc), (24)

which we found in a previous study to be a strong predictor
of perceptible colorations induced through navigation [43].

To provide some intuition for relevant magnitudes of this
spectral error, we refer to that prior subjective validation
study, in which we showed that the perceived coloration
C ∼ 2.88ρη [43, Table 4], where C is a percentage indi-
cating perceived coloration relative to a reference (C =
0% coloration) and a 3.5 kHz low-pass filter (100%). On
this scale, ρη ≈ 3.5 dB corresponds to a 10% relative col-
oration, which we take to suggest that errors on the order of
3 dB or greater are likely significant and easily perceptible,
whereas errors smaller than 3 dB may be quite tolerable in
some applications.

3.2.3 Precedence-Effect Localization Vector (�ν)
Localization is predicted using a recently developed

precedence-effect-based localization model, the details of
which are provided in an earlier publication [43, Sec. 2.A.i].
This model extends the precedence-effect-based energy
vector model of Stitt et al. [44] in order to compute a
predicted perceived source localization vector, �ν, from an
ambisonics impulse response.8 Briefly, this model entails
decomposing the ambisonics impulse response into a finite
set of plane-wave impulse responses, which are further di-
vided into wavelets with distinct arrival times. The signal
amplitudes, plane-wave directions, and times-of-arrival for
all wavelets are fed into the original energy vector model of

8 In contrast, the original model of Stitt et al. only considered
loudspeaker gains and positions relative to the listener.
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Stitt et al. to produce a single predicted source localization 
vector.9

In their model, Stitt et al. predict localization as a 
weighted average of position vectors for each of a finite 
set of discrete sources. Perceptual weights are first com-
puted for each source based on its time-of-arrival to and 
amplitude at the listening position. The calculation of these 
weights is not trivial, but briefly it involves weighting ear-
lier signals more heavily but adjusting the weights of later 
signals based on their amplitudes and directions-of-arrival 
(see the original paper for details). The predicted localiza-
tion is then given as a vector by

�ν =

Q∑
q=1

|wq (α)Gq/vq |2 v̂q

Q∑
q=1

|wq (α)Gq/vq |2
, (25)

where wq is the perceptual weight for the qth source, Gq is
the amplitude of that source, �vq is its position, and α ∈ [0,
1] is a free parameter that specifies the relative importance
of stationary (i.e., time-averaged) to transient information
in the stimulus signal.10 Here, we use the optimal param-
eter values (e.g., for α) as previously determined through
subjective experimental validation by Tylka and Choueiri
[43, Table 2].

Given this predicted localization direction, the corre-
sponding localization error eν is then computed by

eν = cos−1
(
ν̂ · ŝ0

′) , (26)

where ŝ0
′ is the direction of the source relative to the listener,

found by normalizing the vector �s0
′ = �s0 − �r0.

3.2.4 Diffuseness Parameter (�)
According to Merimaa and Pulkki [27], the acoustic in-

tensity vector and a diffuseness parameter can be computed
using the four standard “B-format” signals. These signals
are related to the first four ACN/N3D ambisonics signals
by

W = A0√
2
, Y = A1√

3
, Z = A2√

3
, X = A3√

3
, (27)

where this relationship can be derived by comparing Eq. (4)
and the standard B-format encoding equations, as specified
by Malham and Myatt [45, p. 62].

9 More precisely, this operation is performed in several fre-
quency bands, and a weighted average localization direction is
computed using signal energies in each band as weights [43, Sec.
2.A.i].

10 For example, a highly transient signal is expected to require
a low value of α, while a more stationary signal would require a
higher value [44].

We construct a frequency-dependent Cartesian row vec-
tor, �X = [

X Y Z
]
, and the diffuseness parameter � is then

given by [27, Eq. (12)]

�( f ) = 1 −
√

2

∥∥∥Re
{

W ( f ) �X ( f )
}∥∥∥

|W ( f )|2 +
∥∥∥ �X ( f )

∥∥∥2
/2

, (28)

where (·) denotes taking the complex conjugate of the ar-
gument, and, for a complex-valued vector, ‖ · ‖ denotes the
norm given by ‖�x‖ =

√〈�x, �x〉 ≡
√

�x �x H, where (·)H de-
notes the conjugate (Hermitian) transpose of the argument.
Thus, � is a real-valued scalar which takes on values be-
tween � ∈ [0, 1], where � = 0 corresponds to a purely
directional incident sound field and � = 1 corresponds to
a purely diffuse incident sound field.

We then compute the logarithmically weighted mean of
the difference between the diffuseness spectra for the test
and reference samples, given by

e� =

∫ fU

fL

1

f

(
�̃( f ) − �( f )

)
d f

log( fU) − log( fL)
, (29)

where fL = 50 Hz and fU = 21 kHz.

4 PLANE-WAVE DECOMPOSITION APPROACH

In this section, we compare the two methods for per-
forming the plane-wave decomposition introduced in Sec.
2.1:

1. beamforming, as given by Eq. (9); and
2. pseudoinversion, as given by Eq. (14).

In particular, we explore the performance of each method
across a range of plane-wave grid densities and input am-
bisonics orders, Lin. For all plane-wave expansions, we
compute Q plane-wave terms arranged on Fliege nodes
and use the corresponding quadrature weights (available
online [46]). Additionally, for ease of comparison with Lin,
we define the “order” of a given plane-wave expansion as√

Q − 1. As mentioned in Sec. 3.2, all errors are computed
averaging over all source azimuths and over all listener po-
sitions in the navigable region (see Fig. 4). For these simu-
lations, we examine a typical far-field scenario by choosing
u = 0.25 m and s0 = 2.5 m (so γ = 10).

In Figs. 5(a) and 5(b), we plot the level errors for each
plane-wave decomposition method as a function of Q and
Lin. From Fig. 5(a), we note a region of minimal errors
that follows the diagonal line L in ≈ √

Q − 1. This suggests
that, for the beamforming method, it is advantageous to
match the number of plane-wave terms to the number of
ambisonics signals, i.e., Q ≈ Nin. Following Hahn and Spors
[15], we refer to this condition as the “critically-sampled”
condition, since Q = Nin, while we refer to Q > Nin as
oversampled and Q < Nin as undersampled.

From Fig. 5(b), we see a similar region of small errors,
but it is less pronounced, since for Q > Nin (bottom right
corner of the plot), the errors are also small. However, we
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Fig. 5. Dependence of errors on Q and ambisonics input order Lin for the (a,c,e,g) beamforming and (b,d,f,h) pseudoinversion plane-wave
decomposition methods.
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Fig. 6. Magnitude responses caused by the plane-wave (a) and ambisonics translation (b) methods for various source azimuths. The
bottom axes show frequency in kHz while the top axes show the nondimensional frequency ku for a microphone distance of u = 0.25
m. For legibility, each frequency response is offset by 50 dB and the responses have been artificially truncated (where needed) to not
exceed −45 dB.

note that a region of very large errors exists where Q < Nin

(top left corner). This suggests that, for the pseudoinversion
method, it is advantageous to have Q � Nin; i.e., to have at
least as many plane-wave terms as ambisonics signals.

The spectral errors plotted in Figs. 5(c) and 5(d) show
trends similar to those shown by the level errors. From these
plots, it is clear that only the critically-sampled condition
is ideal for the beamforming method. This is in agreement
with the finding of Hahn and Spors [15, cf. Fig. 7]: that
the critical-sampling condition yields decreased coloration
(compared to oversampling) when using the beamforming
method.11 From Fig. 5(d), we see that both the critical-
sampling and oversampling conditions yield small errors
for the pseudoinversion method. Oversampling and under-
sampling for the beamforming method, as well as under-
sampling for the pseudoinversion method, all yield signifi-
cantly larger errors than other conditions.

From the localization errors plotted in Figs. 5(e) and 5(f),
we see that both methods yield large errors for undersam-
pled conditions. For the beamforming method, the errors
are otherwise uniformly small, except at very small am-
bisonics orders (Lin = 1). That these errors do not improve
with increasing Q corroborates the finding of Winter et al.
[16, cf. Fig. 4]: that increasing the number of plane-waves
beyond critically-sampled does not improve localization
when using the beamforming method. From Fig. 5(f), we

11 Similar phenomena related to the over- and undersampling
of ambisonics have been explored in detail by Solvang [47] and
Bernschütz et al. [48].

see that the pseudoinversion method appears sensitive to
mismatches between Q and Nin given the presence of large,
sporadic errors that do not follow any obvious pattern.

From the diffuseness errors plotted in Fig. 5(g), we see
that the beamforming method only yields relatively large
errors at low ambisonics orders, e.g., Lin = 1, 2. For the
pseudoinversion method, however, we again see a sensitiv-
ity to mismatched sampling conditions, yielding relatively
large errors without any discernible pattern. Consequently,
unless the plane-wave terms can be carefully chosen ahead
of time for a given ambisonics order, beamforming is likely
the safer method.

5 SOURCE AZIMUTH DEPENDENCE

In this section, we examine the effective frequency re-
sponse induced by translation via each method as a function
of source azimuth. As described in Sec. 3.1.1, for these sim-
ulations, we let Lin = 4, pick u = 0.25 m and s0 = 2.5 m
(so γ = 10), and translate to �r0 = (0, 0, 0). Based on the
findings discussed above, here we use beamforming with
Q = Nin = 25 for the plane-wave translation method.

The induced frequency responses are plotted in Fig. 6.
From Fig. 6(a), we see that the plane-wave translation
method introduces sporadic notches in the frequency re-
sponse of the signal, which do not appear to follow any ob-
vious pattern. Otherwise, however, the frequency responses
are largely flat for all source azimuths. This is in agreement
with the finding of Hahn and Spors [15, cf. Figs. 7(c) and
7(f)]: that the induced frequency responses are largely flat
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Fig. 7. Level errors eλ (a,b) and spectral errors ρη (c,d) for microphone distance u and normalized source distance γ. Contour lines are
drawn every 3 dB.

under critically-sampled conditions, i.e., when the number
of plane-wave terms matches the number of ambisonics
signals.

We also note from Fig. 6(a) that the frequency response
for a source azimuth of 90◦ is particularly flat, which sug-
gests that translation perpendicular to the direction of the
source introduces very little spectral coloration. This ap-
pears to contradict another finding of Hahn and Spors [15]:
that translation parallel to the source direction introduces
less coloration than translation perpendicular. However,
their finding was only shown for oversampled conditions,
where Q > Nin [15, cf. Fig. 7]; for critically-sampled con-
ditions (where Q = Nin), as considered here, the induced
coloration is apparently smaller for perpendicular trans-
lations. Although not shown here, it can be verified that
oversampling the plane-wave decomposition leads to sim-
ilar behavior (albeit slightly more complicated due to the

spherical, rather than circular, plane-wave grid) as reported
by those authors.

As shown in Fig. 6(b), the ambisonics translation method
introduces a high-frequency roll-off, which does not depend
on source azimuth. Recall from Sec. 2.2.1, however, that
the corner frequency of this roll-off does vary proportion-
ally to L in/‖�r0 − �u‖. Consequently, we expect the spectral
coloration induced by this method to increase steadily with
increasing translation distance, while the overall level will
steadily decrease, although both of these errors should im-
prove with increasing Lin.

6 CHARACTERIZATION AND DISCUSSION

Based on our findings in Sec. 4, we use beamforming
with Q = Nin for the plane-wave translation method in all
simulations discussed below.
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Level error contour plots are shown in the top panels 
of Fig. 7. For the plane-wave translation method (see Fig. 
7(a)), we see that exterior sources (γ > 1) experience neg-
ligible level error; interior sources (γ < 1), however, are 
reproduced approximately 6 dB too quietly for most micro-
phone distances. For the ambisonics translation method (see 
Fig. 7(b)), we see a general trend of increasing level error 
with microphone distance at all source distances, although 
exterior sources consistently experience less severe level 
errors than interior ones for the same u, and at very large
u and γ (top right corner of Fig. 7(b)), the errors become
less severe. The degradation in performance with increasing
microphone distance is due to the high-frequency roll-off
induced by the ambisonics translation filters, as discussed
in Sec. 5, which yields a decrease in overall level. Taken
together, these results imply that a violation of the region of
validity restriction (i.e., for interior sources) tends to yield
a reproduced level that is several dB too low.

In the bottom panels of Fig. 7, we plot the spectral er-
rors incurred by both methods. The plane-wave translation
method does not appear to exhibit any clear trend (see Fig.
7(c)), although we do see that, for any given microphone
distance, the greatest spectral errors occur for source dis-
tances around γ = 1. Furthermore, this method tends to
experience the largest spectral error (ρη > 15 dB) at large
microphone distances (u > 1 m) with γ ∼ 1. Additionally,
there are two regions of relatively low error: 1. at very small
microphone distances with very far-field sources (top left
corner of Fig. 7(c)) and 2. for microphone distances around
u ≈ 1 m with far interior sources (γ < 0.3).

As shown in Fig. 7(d), the ambisonics translation method
exhibits similar behavior in terms of spectral error as it does
for level errors: in this plot, we again see a clear trend of
increasing error with microphone distance (again due to the
high-frequency roll-off), with the exception of a region of
slightly less severe errors at very large u and γ. However, in
this case, interior sources experience approximately 6 dB
less spectral error than corresponding exterior ones (for a
fixed u).

From Fig. 8(a), we see that the plane-wave translation
method introduces very small localization errors for exte-
rior sources. This is somewhat intuitive, since as γ increases,
the source appears more like a plane-wave source, which
should be natural to reproduce using the plane-wave trans-
lation method. The ambisonics translation method, how-
ever, is only accurate at very small microphone distances
with very far exterior sources (as shown in the top left
corner of Fig. 8(b)). Otherwise, for exterior sources, the er-
rors incurred by the ambisonics translation method increase
steadily with increasing microphone distance. Additionally,
both methods yield large errors at all microphone distances
for interior sources with approximately 0.3 < γ < 1, as well
as at very small u and γ (bottom left corners of both Figs.
8(a) and 8(b)). That this behavior is common to both meth-
ods implies that it is the violation of the region of validity
restriction which causes these extremely large localization
errors.

As shown in the bottom panels of Fig. 8, both meth-
ods achieve nearly zero diffuseness errors, although the

ambisonics translation method exhibits a region of minor
errors (e� ≈ −0.1) for interior sources at large microphone
distances (bottom right corner of Fig. 8(d)).

6.1 Order Dependence
In Fig. 9, we plot errors for each metric and for both

methods as functions of microphone distance u for a fixed
source distance of s0 = 1 m and for several input ambisonics
orders Lin (with matching Q = Nin = (Lin + 1)2 for the plane-
wave translation method).

From Fig. 9(a), we see that, in terms of level errors,
increasing the ambisonics input order tends to improve per-
formance, albeit only marginally. Additionally, the perfor-
mance of both methods degrades with increasing micro-
phone distance, with exterior sources (where u < s0 = 1 m)
exhibiting significantly less severe errors than interior ones
(where u > s0). Furthermore, all of these curves exhibit a
“knee” at u = 1 m, where the curves experience a qualitative
change in behavior. In particular, the plane-wave translation
method exhibits two distinct regimes on either side of u =
1 m: for exterior sources, the method incurs constant level
errors, whereas for interior sources, the errors grow more
extreme with increasing u. For the ambisonics translation
method, increasing u tends to produce more extreme errors
overall, and the errors grow more rapidly in the interior
source regime than in the exterior source regime. Only
the plane-wave translation method with exterior sources
exhibits negligible level errors (∼1 dB), which is a conse-
quence of our choice to match the number of plane-wave
terms, Q, to the number of ambisonics signals, Nin = (Lin +
1)2.

From Fig. 9(b), we again see that increasing the ambison-
ics order Lin yields an improvement in performance (i.e.,
a decrease in spectral errors) for the ambisonics transla-
tion method. Here again we note two distinct regimes for
this method on either side of u = 1 m with a transition
region where the behavior changes. Additionally, within
each regime, the errors again increase monotonically with
increasing u. However, unlike with level errors, we now
see a more rapid (but still monotonic) increase in error
for exterior sources, while the more gradual performance
degradation occurs for interior sources. For the plane-wave
translation method, we see that increasing Lin yields an in-
crease in spectral error and that this increase in error is more
severe for interior sources than exterior ones. This suggests
a penalty from violating the region of validity restriction
that is particular to the plane-wave translation method: that
a larger ambisonics input order incurs more spectral col-
oration.

As shown in Fig. 9(c), the localization errors for both
methods tend to improve with increasing Lin, and the exis-
tence of two regimes on either side of u = 1 m is evident.
For exterior sources, the errors improve with decreasing u,
whereas for interior sources, the opposite is true: the errors
improve with increasing u. Evidently, a microphone dis-
tance of u ≈ s0 (i.e., γ ≈ 1) yields the most extreme errors.
Overall, the ambisonics translation method tends to per-
form worse than the plane-wave translation method (except
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Fig. 8. Localization errors eν (a,b) and diffuseness errors e� (c,d) for microphone distance u and normalized source distance γ.
Localization error contour lines are drawn every 10◦; diffuseness error contour lines are drawn in increments of 0.1.

at very large u and Lin = 1), and the errors for both methods
are typically smaller for exterior sources than interior ones.

It is worth noting that by construction, since s0 is fixed, as
u increases beyond 1 m, more of the navigable region (see
Fig. 4) becomes valid for translation. For instance, with u =
10 m and s0 = 1 m, the listener can navigate approximately
9 m away from the microphone and still remain inside its
region of validity. This explains in part the improvement
with increasing u seen for u > 1 m, since, on average, more
of the navigable region is valid. That is, when averaging
errors over the entire navigable region, a smaller fraction
of that region will actually be in violation of the region of
validity restriction.

Finally, as shown in Fig. 9(d), both methods achieve
small diffuseness errors, and generally, increasing Lin im-

proves the performance for exterior sources. Again we see
a transition between regimes occurring at u ≈ 1 m.

7 SUMMARY AND CONCLUSIONS

In this work, we presented the results of numerical sim-
ulations conducted in order to demonstrate the penalties
incurred by violating the region of validity restriction and
characterize and compare the performance of existing lin-
ear extrapolation-based navigational methods. Although we
restricted our analysis to the plane-wave and ambison-
ics translation methods (both of which are reviewed in
Sec. 2), we take these methods to be representative of the
entire class of linear extrapolation methods (as discussed
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Fig. 9. Errors for various microphone distances u with a fixed source distance s0 = 1 m. Errors are plotted for the ambisonics translation
method (solid curves, labeled “AT”) and the plane-wave translation method (dashed curves, labeled “PWT”). For each method, six input
ambisonics orders are shown: Lin = 1 (black) to Lin = 6 (lightest gray).

in Sec. 0.2). A critical review of all existing extrapolation-
based methods is given in Sec. 0.1.

Following the simulation framework laid out in Sec. 3, we
simulated simple incident sound fields consisting of a single
microphone and single point-source and varied source dis-
tance and azimuth as well as microphone distance and lis-
tener position. We first determined suitable parameters for
the plane-wave translation method, comparing the beam-
forming and pseudoinversion methods for computing the
plane-wave decomposition and varying both the ambisonics
input order and number of plane-wave terms. We then ex-
plored basic properties of each method by computing the ef-
fective frequency responses induced by the plane-wave and
ambisonics translation methods across source azimuths. Fi-
nally, we conducted a more comprehensive analysis of both
methods in terms of the metrics enumerated in Sec. 3.2 for
sound level, spectral coloration, source localization, and
diffuseness.

The analyses presented in this work yielded the following
major findings:

• for the plane-wave translation method, a clear ad-
vantage exists to using the beamforming plane-wave

decomposition method (see Eq. (8)) and matching
the number of plane-wave terms, Q, to the number
of ambisonics signals, Nin;12

• the frequency responses induced by the plane-wave
translation method are largely flat but with spo-
radic notches while those induced by the ambisonics
translation method exhibit a consistent low-pass-like
roll-off of high-frequency energy, but, qualitatively,
both methods appear largely insensitive to source
azimuth;

• the ambisonics translation method incurs significant
errors in both level and coloration at all source dis-
tances which, overall, increase steadily with transla-
tion distance;

• for exterior (viz., far-field) sources, the plane-wave
translation method achieves a high degree of accu-
racy in both level and localization;

• for interior (near-field) sources, where the region of
validity restriction is violated, both methods incur
significant errors in both level and localization;

12 All subsequent findings relate to this implementation of
the plane-wave translation method: beamforming with matched
Q = N.
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• increasing the ambisonics order tends to uniformly
improve the performance of both methods, with the
exception of the spectral errors incurred by the plane-
wave translation method; and

• more generally, both methods tend to exhibit two
distinct regimes of behavior for exterior and interior
sources, with a transition region between the two,
and the performance for interior sources is often
degraded compared to that for exterior sources.

Due to the extremely large level and coloration errors
incurred by the ambisonics translation method, the plane-
wave translation method is the better choice for most appli-
cations with practical translation distances (e.g., u > 0.5 m).
This method is particularly well-suited for exterior sources,
but its performance degrades significantly, in terms of local-
ization in particular, once the region of validity restriction
is violated. The remaining challenge for this method is the
introduction of significant spectral errors (ρη > 10 dB) over
all microphone and source distances.

7.1 Violating the Region of Validity Restriction
In this work, we identified common features of the perfor-

mance of the plane-wave and ambisonics translation meth-
ods under a range of invalid conditions, i.e., conditions in
which the region of validity restriction was violated. Under
such conditions, both methods exhibit extremely large lo-
calization errors (eν > 30◦) for all translation distances (see
Figs. 8(a) and 8(b)). This behavior can be explained geo-
metrically: as the listener traverses the navigable region (as
defined in Sec. 3), the intended source direction can change
drastically, in particular when comparing listener positions
inside and outside of the region of validity. Evidently, nei-
ther of these methods can adequately compensate for the
changing intended direction of the source as the listener
moves.

The other common error introduced under invalid con-
ditions is that the reproduced sound level is several dB too
low (see Figs. 7(a) and 7(b)). This too is largely a geometric
effect; neither of the methods considered here are able to
adequately increase the reproduced level as the listener nav-
igates very close to a source (or decrease it as the listener
navigates away from close). Since these penalties relate
primarily to the drastic changes in the apparent geometry
of the sound field as the listener navigates, they are not
particular to the chosen methods but are rather inherently
associated with violating the region of validity restriction.

As indicated in Sec. 0.1, all linear extrapolation meth-
ods are bound by the region of validity restriction and,
consequently, will necessarily incur the associated penal-
ties. This is a direct consequence of ambisonics theory: all
linear methods operate by constructing an alternative rep-
resentation of the recorded sound field (e.g., with plane-
waves, point-sources, etc.) that approximates the input
order-limited series expansion of the sound field (see Eq.
(6)). As this expansion is subject to its region of valid-
ity, all subsequent approximations are subject to the same

restriction.13 Therefore, the results of this work imply that
all linear extrapolation methods will incur the penalties in
level and localization described above.

7.2 Future Directions
As the evaluations presented in this article have been

purely numerical, one avenue for further research is to as-
sess the perceptibility and/or perceptual severity of the er-
rors discussed here through listening experiments (follow-
ing the approaches demonstrated by Rudrich et al. [49], for
example). Future work might also seek to establish percep-
tual thresholds for the metrics employed here, e.g., through
subjective evaluations of stimuli with varying diffuseness in
order to determine an audibility threshold for diffuseness er-
rors. Additionally, although errors in the reproduced sound
level are likely sufficient to produce errors in distance per-
ception [50, Sec. 3.1.1], it may be useful to develop a ded-
icated model for perceived source distance, perhaps based
on the known formula for distance coding of point-sources
(see Eq. (3)).

Another avenue for further research is to evaluate the
capability of each navigational method to capture and re-
produce source directivities (issue 6 in Sec. 0.1), which may
be important in many applications (e.g., in immersive appli-
cations with intimate sources) but is largely unaddressed in
the literature (with the exception of the study by Wakayama
et al. [24]). Similarly, the performance of these should be
evaluated under more realistic scenarios (e.g., with mul-
tiple sources or under reverberant conditions; issue 5 in
Sec. 0.1). Intuitively, we might expect that their perfor-
mance will not change due to the linearity of the methods;
however, it might be the case that superimposed direct and
reflected sounds, for example, will serve to “average out”
the incurred spectral distortions, e.g., for the plane-wave
translation method, as shown in Fig. 6(a). Future investiga-
tions might also characterize the performance of alternative
methods, such as the parametric extrapolation methods of
Wakayama et al. [24] and Plinge et al. [25], which should
theoretically circumvent the region of validity restriction.
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