
PAPERS Freely available online

A. Corcuera, V. Chatziioannou, and J. Ahrens, “Perceptual Significance of
Tone-Dependent Directivity Patterns of Musical Instruments”
J. Audio Eng. Soc., vol. 71, no. 5, pp. 293–302, (2023 May).

DOI: https://doi.org/10.17743/jaes.2022.0076

Perceptual Significance of Tone-Dependent
Directivity Patterns of Musical Instruments

ANDREA CORCUERA,
1

AES Student Member
(corcuera-marruffo@mdw.ac.at)

,

VASILEIOS CHATZIIOANNOU,
1

(chatziioannou@mdw.ac.at)
AND JENS AHRENS,

2
AES Member

(jens.ahrens@chalmers.se)

1University of Music and Performing Arts, Vienna, Austria
2Chalmers University of Technology, Gothenburg, Sweden

Musical instruments are complex sound sources that exhibit directivity patterns that not only
vary depending on the frequency, but can also change as a function of the played tone. It is yet
unclear whether the directivity variation as a function of the played tone leads to a perceptible
difference compared to an auralization that uses an averaged directivity pattern. This paper
examines the directivity of 38 musical instruments from a publicly available database and
then selects three representative instruments among those with similar radiation characteristics
(oboe, violin, and trumpet). To evaluate the listeners’ ability to perceive a difference between
auralizations of virtual environments using tone-dependent and averaged directivities, a listen-
ing test was conducted using the directivity patterns of the three selected instruments in both
anechoic and reverberant conditions. The results show that, in anechoic conditions, listeners
can reliably detect differences between the tone-dependent and averaged directivities for the
oboe but not for the violin or the trumpet. Nevertheless, in reverberant conditions, listeners
can distinguish tone-dependent directivity from averaged directivity for all instruments under
study.

0 INTRODUCTION

Accurate representation of the directivity characteristics
of sound sources is fundamental to achieve authentic sim-
ulations of virtual acoustic environments [1]. Variations in
the directivity characteristics of a source can potentially in-
fluence the perceived localization [2] and auditory distance
[3]. Sound sources, such as the human voice, loudspeakers,
or musical instruments, have distinctive directivity patterns
that vary significantly across the frequency range and can
also change depending on other aspects.

Several researchers have measured the directivity of mu-
sical instruments, dating back to the 1970s with the pioneer-
ing work of Meyer [4], who conducted an extensive inves-
tigation on the radiation of numerous musical instruments.
Further studies have measured the directivity of musical in-
struments, generally using repeated capturing methods with
artificial excitation that allow the directivity of the instru-
ment to be obtained at high resolution [5, 6] or spherical
microphone arrays that allow measurements to be made in
a natural situation with a musician [7, 8].

Studies on the influence of source directivity on the per-
ception of acoustic simulations have demonstrated that lis-
teners are able to perceive differences caused by different
directivity representations. Wang and Vigeant [9] demon-
strated that subjects can distinguish between omnidirec-
tional and extremely directional sources. Otondo and Rindel
[10] showed that varying the directional characteristics of
sound sources affects the room acoustic parameters and can
lead to audible differences in terms of loudness, reverber-
ance, and clarity.

Musical instruments are dynamic sources, such as the
voice, whose directivity varies according to the movement,
the played tone in the case of musical instruments [11],
or the phonemes in the case of the voice [12]. One of the
first investigations on the perceptual implications of such
dynamic characteristics of musical instruments on aural-
izations was carried out by Otondo and Rindel [10]. They
showed that listeners can perceive changes caused by differ-
ent directivity representations (averaged or tone-dependent
directivity patterns) in static auralizations. However, to
evaluate the audibility of different directivity representa-
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tions, the authors only tested one tone-dependent directivity
pattern with melodies that did not always include the tone
that corresponded to the directivity pattern studied.

More recently, Ackermann et al. [13] demonstrated that
the fluctuations created by the movement of the musicians
during solo musical performances are audible both un-
der anechoic and reverberant conditions. Similarly, Ehret
et al. [14] performed a perceptual evaluation involving
static and dynamic phoneme-dependent voice directivities.
They showed that participants were not able to distinguish
phoneme-dependent directivities from averaged directivi-
ties and that their subjective preference might not be de-
pendent on the realism of the directional rendering.

To better understand the perceptual requirements of mu-
sical instrument directivities in virtual acoustic environ-
ments, this paper analyzes the differences between tone-
dependent directivities and the directivity averaged over all
tones. To validate the classification of the instruments into
three categories proposed in [15], the patterns of several
musical instruments were derived and analyzed based on
their maximum directivity index averaged over all tones, the
variation of maximum directivity per tone and the similarity
of the main radiation region among tones. After selecting a
single instrument representative of each category, the spec-
tral differences between the averaged and tone-dependent
directivities were estimated and discussed. Additionally,
the spectral differences with respect to an omnidirectional
source were calculated. Subsequently, to test the audibility
of source directivity variations, auralizations using omni-
directional, averaged, and tone-specific directivities of the
three selected instruments were evaluated in a listening test
in a virtual environment with anechoic and reverberant con-
ditions.

This paper is structured as follows: SEC. 1 analyzes the
directivities of 38 musical instruments based on three cate-
gories. SEC. 2 describes the stimuli utilized in the listening
test and SEC. 3 presents the results. SEC. 4 further discusses
the results and draws conclusions.

1 SORTING OF MUSICAL INSTRUMENTS BASED
ON TECHNICAL UNIVERSITY OF BERLIN
DATABASE

1.1 Instrument Database
The analysis of directivity patterns in this study is based

on the measurements from the open-access Technical Uni-
versity of Berlin (TU Berlin) database [15]. This database
contains scales and single-tone recordings of 41 symphonic
orchestral instruments at two dynamic levels (pianissimo
and fortissimo), along with their calculated directivities and
audio features.

The instruments were recorded at the anechoic chamber
of the TU Berlin using a spherical array of radius 2.1 m,
consisting of 32 microphones placed on the faces of a trun-
cated icosahedron [8]. By using a microphone array, the
instruments could be measured in a performance situation,
which allowed the acoustic effect of the musician and the
natural excitation of the source to be included in the mea-

surements. The resolution of the measurements is limited
by spatial aliasing, which is apparent over large parts of the
frequency range of the instruments. Nevertheless, the mea-
sured data can be interpolated to a higher spatial grid using,
for instance, spherical harmonic (SH) decomposition.

1.2 Overall Analysis of Musical Instruments
In order to investigate the differences between time-

varying (tone-specific) and static (averaged) directivities,
and to reach general conclusions about symphonic instru-
ments, a set of instruments was selected from groups with
similar radiation characteristics. The conventional classifi-
cation divides the symphonic musical instruments into four
groups or families: strings, woodwind, brass, and percus-
sion instruments. However, this and other traditional clas-
sifications are not based on the radiation of the instruments
but on other criteria, such as the morphology of the instru-
ments or the way the sound is generated [16, 17]. Shabtai
et al. [15] made a preliminary sorting into three groups
depending on how the instruments radiate sound (see Ta-
ble 1). To validate this classification, this section presents
a general analysis of the musical instruments according to
their maximum directivity index, variation of maximum di-
rectivity per tone, and similarity of the principal radiation
regions.

From the TU Berlin dataset, 38 musical instruments were
selected for analysis, all but the timpani, which did not
contain single-note recordings, and the singer, which was
excluded to focus on musical instruments. The recordings
of single tones in ff were used for the analysis to guarantee
a good signal-to-noise ratio. Different methods can be used
to calculate the directivity patterns from the multichannel
recordings [18, 19].

For the overall analysis of the instruments, this study
follows a directivity derivation procedure based on the ex-
traction of the partials of each tone and the definition of the
directivity as the spectral envelope of the partials, similar
to the one described in [15, 19]. To identify the funda-
mental and overtone frequencies, the stationary parts of
each single-tone recording, provided by the authors of the
database in sample indices, were windowed using a Ham-
ming window and transformed to the frequency domain.
Then, the magnitudes of the partials below 10 kHz and
higher than –50 dB were extracted and averaged over one-
third octave bands.

1.2.1 Maximum Directivity Index (DImax )
As a measure of the overall degree of directionality of the

instruments studied, the maximum directivity index (DImax)
of the averaged directivity was calculated. To calculate this
metric, the directivity averaged over all tones was used and
smoothed into one-third octave bands. In this study, the di-
rectivity index (DI) is defined as the ratio between the sound
power at a certain direction and the average power over all
measured directions [20]. The DI of a source indicates the
extent to which the source’s radiation is biased toward a
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Table 1. List of musical instruments belonging to a specific
category (suggested by [15]).

Category ID Instruments

1 Alto trombone historical
2 Bass trombone historical
3 Bass trombone modern
4 Basset horn
5 English horn

I 6 French horn
7 Natural horn
8 Trumpet historical
9 Tenor trombone historical
10 Tenor trombone modern
11 Trumpet modern
12 Tuba

13 Alto saxophone modern
14 Baroque bassoon
15 Baroque transverse flute
16 Bass clarinet
17 Modern bassoon
18 Clarinet historical
19 Modern clarinet

II 20 Classic bassoon
21 Classic oboe
22 Contrabassoon
23 Dulcian
24 Historical transverse flute
25 Modern oboe
26 Romantic oboe
27 Tenor saxophone
28 Modern transverse flute

29 Acoustic guitar
30 Historical cello
31 Modern cello
32 Harp

III 33 Historical double bass
34 Modern double bass
35 Historical viola
36 Modern viola
37 Historical violin
38 Modern violin

certain direction, as a function of angle and frequency. It is
defined in decibels as

DIθ,φ( f ) = 10 log10

(∣∣pθ,φ( f )
∣∣2

p̃( f )

)
, (1)

with |pθ, φ(f)|2 being the power at azimuth and elevation
angles θ and φ, and p̃( f ) the average power over all L di-
rections p̃( f ) = 1

L

∑
θ,φ

∣∣pθ,φ( f )
∣∣2

. The DI was calculated
for each instrument, frequency band, and measurement po-
sition. Then the DImax values were obtained for each fre-
quency band by selecting the highest DI value from all
directions (DImax = max(DIθ, φ)).

Fig. 1 shows the DImax of all selected instruments,
grouped into the three categories proposed by Shabtai et
al. Each row in the figure corresponds to an instrument,
shown in the order and with the ID specified in Table 1.
In general, brass and many woodwind instruments present
low DImax at low frequencies and higher DImax as the fre-
quency increases. Musical instruments in the Category I

Fig. 1. Maximum directivity index (DImax) of the TU Berlin
database, grouped in three categories suggested by Shabtai et al.
in [15]. The names of the instruments associated to the ID number
can be found in Table 1.

(all brass instruments, English horn, and basset horn) show
the highest DImax, which increases considerably with fre-
quency. However, the English horn, with a constant DImax

value over the entire frequency range, does not show the
same behavior as the rest of the instruments in this category.
It is therefore surprising that this instrument falls into the
same category as all brass instruments.

Some woodwinds (tenor saxophone, the modern and
classical clarinets) also exhibit high DImax at frequency
bands above 3,000 Hz, but to a lesser extent than brass in-
struments. In contrast, strings and some woodwinds, such
as the flute, tend to exhibit low DImax values over the en-
tire frequency range, suggesting that they are less unidi-
rectional (they radiate less in a single direction, like brass
instruments). It should also be noted that although measure-
ments were carefully done with the instruments pointing in
a specific direction (for example, brass pointing at one spe-
cific microphone), the DImax of some instruments may vary
slightly, as the measurement point may not coincide to the
maximum point of radiation of the instrument.

1.2.2 Variation of Maximum Directivity
To describe the variability of the directivity patterns per

tone, the variance of maximum directivity among tones is
calculated. That is, the variance of the maximum directivity
index of each tone-specific directivity was determined. Low
variance indicates a source with a similar DImax per note.
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Fig. 2. Variance of DImax among notes of the instruments in the TU
Berlin database, grouped in three categories suggested by Shabtai
et al. in [15].

Because not all tones have partials in every frequency band,
the number of tones included in the calculation varies from
one frequency band to another. Hence, the analysis of each
frequency band was limited to tones with partials in those
bands.

As shown in Fig. 2, it is clear that the directional charac-
teristics of the different tones of most brass instruments are
almost the same (maximum variance <1 dB) regardless of
the tone being played. The English horn (maximum vari-
ance 2.6 dB), and to a lesser degree the Basset horn (maxi-
mum variance 1.6 dB), show more variation among tones.
Category III instruments show the greatest variation of all
instruments in the dataset (maximum variance between 2.2
and 8.1 dB), suggesting that the directional characteristics
of stringed instruments change the most as a function of tone
played. Among them, the acoustic guitar (maximum vari-
ance 4.7 dB), the harp (maximum variance 8.1 dB), and the
modern double bass (maximum variance 4.2 dB) show the
most variance. Category II instruments, on the other hand,
show slightly less variation (maximum values between 1.2
and 3.2 dB) than category III instruments, with the highest
variation found in the classic bassoon (maximum 3.2 dB).

1.2.3 Similarity of Principal Radiation Region
Following Meyer’s methodology [4], the authors define

the principal radiation region as the region for which the
normalized directivity pattern does not drop more than 3 dB

relative to its maximum value, as a function of frequency.
This approach using the radiation region is also used by
Pezzoli [21] to compare the sound radiation of historical
violins. The principal radiation region is calculated for each
tone and frequency band as

Rt =
{

1, d(θl ,φl ) > κ

0, otherwise
, (2)

where θ is the azimuth and φ the elevation angle of the l mi-
crophone, t is the tone, κ = −3 is the threshold in decibels,
and d(θl, φl) is the normalized directivity in decibels.

For each frequency band, the similarity index (SI) is
used to compare the patterns of different tones. The SI is
calculated by dividing the principal radiation region by the
total number of tones with partials on that direction as

SI =
∑

t Rt

B f
, (3)

where Bf is the total number of tones per frequency band fC
(referred as f for notational simplicity), obtained by adding
the number of tones with partials laying on that band.

Finally, the averaged similarity index SI is calculated by
averaging over all L directions.

SI =
∑L

l=1 SI

L
. (4)

Instruments with the exact same directivity pattern for
all the tones would have SI = 1, whereas for an instrument
with changing patterns depending on the tone, the SI would
be close to zero. The values of the SI for each instrument
and frequency band are shown in Fig. 3.

Overall, all instruments in category I, except the English
horn, show the highest SI in most bands, suggesting that
for the given bands the tone-dependent directivity patterns
match for all or most of the tones. Some instruments in
category II and III also show high SI values in frequencies
up to about 500 Hz. These results suggest that the given
instruments exhibit a similar radiation behavior at low fre-
quencies.

Based on the values of the DImax, variation of DImax per
tone, and SI , the preliminary sorting proposed by Shabtai
et al. seems to be adequate in almost all cases, except in the
case of the English horn. This instrument, with a lower and
steady DImax at all frequencies and a generally low SI , is
more similar to instruments in the Category II.

2 TONE-DEPENDENT DIRECTIVITY ANALYSIS

This section presents a study of the directivity influ-
ence on auralizations. The observed differences between
omnidirectional, averaged, and tone-specific directivities
are discussed and evaluated in a listening test to determine
whether listeners are able to reliably distinguish these aural-
izations. Additionally, the listening test setup, the simulated
room acoustic conditions and test procedures and results are
presented.

The listening test and tone-dependent objective analysis
were conducted using the open-access database of spherical
harmonic (SH) representations of sound sources provided
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Fig. 3. SI for each frequency band and instrument of the TU
Berlin database.

in [22]. This database contains impulse responses of vari-
ous notes of several instruments, based on the TU Berlin
measurements [15] and representing the directivity of the
sound source in various given discrete directions [23].

To obtain the directivity patterns used for the auraliza-
tions, the spherical harmonic representation of fourth-order
of the directivities was first obtained from the data using
the toolbox provided in [22]. Then, the magnitude direc-
tivity was computed from the SH representation in vari-
ous directions and included in the auralization software.
One musical instrument representative of each of the three
aforementioned categories was used for the tone-dependent
analysis and listening test: a trumpet, oboe, and violin.

2.1 Generating Stimuli for the Listening Test
Auralizations were obtained by convolving anechoic

recordings from the three chosen instruments with the sim-
ulated Binaural Room Impulse Responses (BRIRs) using
their different directivities. Simulations were carried out us-
ing the RAVEN [24] software (50,000 rays, second-order
image sources), a hybrid algorithm that uses image sources
for direct sound and early reflections and ray tracing for late
reverberation. The room model was taken from the BRAS
database [25, 26]. This model corresponds to the small hall
of the Konzerthaus Berlin, used for chamber music, with a
reverberation time of about Tm = 1.3 s.

The source was located on a side of the stage facing the
audience. If the listener and the musician were facing each

other, the directivity variation in the direct sound would
have little effect on the signal as a result of the normal-
ization of the directivity in the direction of the recording
microphone. Therefore, the listener was positioned in the
audience on one side of the stage, facing the source, at a
distance of about 2.5 times the critical distance to accen-
tuate the effect of the room. This configuration was kept
constant for all instruments and for both scenes.

The anechoic recordings used for the listening test were
obtained from the denoised versions of anechoic orches-
tral recordings [27] provided in [28]. To avoid colorizing
the spectrum, the directivities were normalized by the di-
rectivity in the direction of the microphone used in the
dry recordings (azimuth = 0◦ and elevation = 11◦) [27],
obtained from SH interpolation. For the listening test, the
authors selected a melody from the recordings of each in-
strument of about 5 s each.

Static directivity auralizations were obtained by convolv-
ing excerpts of anechoic recordings with the BRIRs derived
using their corresponding averaged directivity. The aver-
aged directivities were calculated for each instrument by
averaging the magnitude across all available tones before
performing the normalization by the recording microphone.
Using a fourth-order spherical harmonic decomposition, di-
rectivity was determined along a spatial grid with a resolu-
tion of 5◦ in azimuth and elevation. In order to include the
directivity patterns in the RAVEN software, the magnitude
data was smoothed into third-octave bands and encoded in
the Open Directional Audio File Format (OpenDAFF) [29].

Time-varying auralizations using tone-dependent direc-
tivities require knowing the tone being played at every mo-
ment in order to use their corresponding directivity pat-
terns. Therefore, in this study the monophonic pitch tracker
CREPE [30] was used to estimate the pitch of the chosen
sound excerpts, with a time step of 10 ms.

The output of the pitch tracker contains the timestamps,
the predicted fundamental frequency in Hertz, and the con-
fidence (value from 0 to 1). Before using this information to
generate the stimuli, the predicted fundamental frequencies
with a confidence lower than 0.5 were set to the previ-
ous predicted frequency with a higher confidence level.
Predicted pitch with frequencies higher than the expected
highest frequency per instrument were considered outliers
and were replaced by a lower neighboring value. In order to
avoid misleading results derived from the use of vibrato in
the recordings, the estimated pitch of the anechoic excerpts
was smoothed by applying a median filter. The predicted
pitch of the excerpts was then manually revised and fixed if
needed and linked to their corresponding tones and BRIRs,
obtained in the same way as for the averaged version. Fi-
nally, tone-specific stimuli were generated by block-wise
and time-variant convolution of the anechoic recordings
with the BRIRs of each corresponding tone.

2.2 Spectral Analysis
For the analysis of the spectral differences in the di-

rect sound caused by the variation of the source directivity
in the auralizations, the impulse responses obtained from
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Fig. 4. Spectral differences �D(θ, φ, f) between omnidirectional
(O), the averaged directivities (A), and the directivity patterns of
the first tones of selected melodies for an oboe (C5 and A5), violin
(C4 and E4), and trumpet (E4 and A4).

the acoustic simulations were studied and compared. The
spectral differences between the tone and the averaged di-
rectivities were calculated in decibels as

�D(θ,φ, f ) = 20 log10

(
|Dton(θ,φ, f )|∣∣Davg(θ,φ, f )

∣∣
)

, (5)

where Dton(θ, φ, f) is the spectrum of the RIR using the
directivity pattern per tone and Davg(θ, φ, f) is the spectrum
of the RIR using the directivity pattern averaged over all
tones. The authors calculated the spectral differences �D(θ,
φ, f) of each tone with respect to the averaged directivity as
well as the spectral differences of the averaged directivity
with respect to the omnidirectional case.

Fig. 4 shows the spectral differences �D(θ, φ, f) of dif-
ferent directivities that were included in the listening test.
The plots show that spectral differences between auraliza-
tions with omnidirectional and the averaged directivity for
the trumpet are higher than 6 dB for high frequencies above
2 kHz. The spectral differences for the oboe and the violin
are relatively small, with maximum differences of 3 and
4 dB, respectively. Although similar results are obtained
for the comparison between the omnidirectional and tone-
specific directivities for the trumpet, the violin and oboe
show higher spectral differences, higher than the omnidi-
rectional compared to the averaged. Spectral differences
between the averaged and tone-specific directivities of the
trumpet are smaller than 1 dB, whereas the oboe and the

violin present spectral differences up to about 4 and 5 dB,
respectively.

2.3 Listening Test
An ABX listening test was conducted to determine

whether the differences between tone-specific and averaged
directivities of musical instruments were audible. Three au-
ralization versions were studied: omnidirectional, i.e., with
a source emitting sound equally in all directions; averaged,
using the averaged directivities of the instruments; and tone-
dependent, using the tone-dependent directivity patterns.

Listeners were presented with stimulus A, B and X and
two forced answers: X = A or X = B. For each trial,
the simulation with the omnidirectional, tone-specific and
averaged directivities were randomly assigned to the A and
B buttons and one of them was randomly repeated on button
X. The participants could listen to the sound samples as
often as desired before giving an answer.

The experiment was conducted in an acoustically
damped audio laboratory at the University of Music and
Performing Arts, Vienna. A graphical user interface was
developed in MATLAB for the playback of the test signals
and the collection of participants’ responses. Three but-
tons labeled A, B, and X were used to start the auralizations.
Subjects could control playback both with the keyboard and
mouse. Stimuli were presented through headphones (Bey-
erdynamic DT990) without head-tracking, equalized with
a compensation filter [31, 32], and with the same playback
level for all listeners.

To familiarize themselves with the test procedure and
stimuli, participants underwent a training session with three
conditions (one per instrument) prior to the listening test.
Each participant was presented with a total of 54 test trials,
27 trials (3 instruments × 3 directivities × 3 repetitions) per
scene (anechoic and reverberant). In the test, the order of
the conditions was randomized for each listener, but during
training the conditions were presented in the same order for
all participants. After completing the listening test, partici-
pants were asked to fill in a questionnaire indicating in their
own words which auditory cues they had used for discrimi-
nating between sounds. The experiment took on average 40
min per participant, including instructions, training, and an
optional short break.

A total of 16 listeners, six men and ten women, aged
21–49 years (average age of 29.5 years) participated in the
listening experiment. All of them reported normal hearing
and had at least 10 years of musical experience (19.4 years
on average) or extensive experience with listening tests,
and were therefore considered as trained listeners. Written
informed consent was received from all participants at the
beginning of the session.

3 RESULTS

The results of the listening test, given in percentage of
correct answers, are summarized in Fig. 5 for all partici-
pants and test conditions. Results of one participant were
discarded from the reverberant scene analysis due to a tech-

298 J. Audio Eng. Soc., Vol. 71, No. 5, 2023 May



PAPERS TONE-DEPENDENT DIRECTIVITY PATTERNS

Fig. 5. Percentage of correct answers for all participants for comparisons between auralizations using an omnidirectional (O) source, the
averaged directivity (A), or the tone-specific directivity (T) of the instruments. The horizontal dash-dotted line shows the threshold for
statistical significance.

nical issue. The results of all listeners were pooled, yielding
a total of 48 answers per test condition for the anechoic
scene and 45 for the reverberant scene. To determine the
statistical significance of the test results, the authors con-
ducted a binomial test [33]. For a 1% significance level, the
critical number of correct answers in order to reject the null
hypothesis is 33 [detection accuracy 68.7%, see horizontal
line in Fig. 5(a)] for the anechoic condition with 16 partici-
pants and 31 [detection accuracy 68.9%, see horizontal line
in Fig. 5(b)] for the reverberant condition with 15 partici-
pants. Therefore, if the number of correct answers is above
the critical value, the differences between the conditions
are considered to be significant.

As shown in Fig. 5(a), the results for the anechoic en-
vironment indicate a clear distinction between omnidirec-
tional (O) and averaged (A) directivity (leftmost bars), and
between omnidirectional and tone-specific (T) directivity
(middle bars) of the trumpet. This instrument shows the
highest detection accuracy for the omnidirectional directiv-
ity, as all participants were able to correctly detect differ-
ences. Differences between A and T are most noticeable
on the oboe, whereas the listeners were not able to detect
differences in the trumpet, which were not significantly dif-
ference from chance. These results follow the same trend
found in a previous pilot study in anechoic conditions [34].
Contrary to expectations, listeners could not distinguish be-
tween auralizations made with the tone-specific directivity
and the averaged directivity for the violin, although the
detection accuracy is higher than for the trumpet.

The detection accuracy for both O vs. A and O vs. T
follows a trend opposite to that observed in the results
between A and T, with the trumpet showing the highest
detection accuracy, followed by the violin and the oboe.
The violin exhibits very high detection accuracy for T vs.
O and a lower but significant accuracy for O vs. A. The
oboe, however, shows a lower detection accuracy for O vs.
A and O vs. T than the other instruments. These results
are in accordance with the study of the spectral differences
in SEC. 2.2, which showed that the smallest differences
between O and A are found in the oboe.

In general, a similar trend is observed for the reverber-
ant environment as for the anechoic environment, with the

trumpet being the instrument in which the largest differ-
ences can be distinguished between O vs. A and O vs. T,
followed by the violin and oboe. Similarly, the results of
T vs. A show the same trend, with the oboe being the in-
strument with more correct answers, followed by the violin
and the trumpet. A chi-square test did not reveal a signif-
icant effect of the environment for the oboe (χ2 = 0.44, p
= 0.51, df = 1), violin (χ2 = 4.83, p = 0.03, df = 1), or
trumpet (χ2 = 4.15, p = 0.04, df = 1). As seen in Fig. 5(b),
the pooled detection accuracy is above the critical value
(indicated in a red dotted horizontal line) not only for the
oboe, but also for the violin and trumpet, indicating that
differences between tone-specific and averaged directivity
representations are audible.

After completing the listening test, participants wrote
in their own words which auditory cues influenced their
decisions. All listeners identified timbre or color as the
main cue for distinguishing sounds for the anechoic scene
(also reported as brilliance, overtones, and how muffled
the sounds were). Two participants mentioned that the dif-
ferences were specifically in the timbre of certain tones,
one noted changes in the nuances of the tones, and another
participant commented on the difference in richness of the
sounds. In the case of the reverberant scene, seven partici-
pants indicated that the reverberation (also referred to as the
resonances of the room, harmonic reflections, or echo) was
a major difference. One participant perceived differences in
the sound width, whereas another noted that some sounds
felt emptier and their clarity was different. Three partici-
pants also noted differences in source direction in the case
of the trumpet. Most of the participants also mentioned the
timbre and loudness as a main cue for detecting differences
in the reverberant scene.

4 DISCUSSION

This paper assessed the audibility of differences between
auralizations using omnidirectional, tone-dependent direc-
tivity patterns and averaged directivity patterns under ane-
choic and reverberant conditions. To this end, three in-
struments (an oboe, violin, and trumpet) representative of
groups of instruments with similar directivity character-
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istics were investigated. The spectral deviations between
auralizations with different directivity representations were
determined. Inspired by previous studies that demonstrated
the differences between the individual directivities of the
tones [11, 19] and their potential perceptual significance
[10], a subsequent listening test was conducted to com-
pare simulations using omnidirectional, tone-specific, and
averaged directivities.

Results of the listening test with 16 participants proved
the audibility of the tone-specific directivity patterns for
the oboe under anechoic conditions, but not for the violin
or the trumpet [see Fig. 5(a)]. Results of the trumpet are in
line with the literature, demonstrating the strong similarity
of the tone-specific directivity patterns of brass instruments
[11, 19]. Listeners reported that, under anechoic conditions,
they can perceive differences in timbre influenced by direc-
tivity variations, and differences in timbre, loudness, and
reverberance under reverberant conditions.

Results show that listeners are not able to reliably dis-
tinguish tone-dependent directivities from the averaged di-
rectivity of a violin and a trumpet under anechoic condi-
tions. These results suggest that auralizations using tone-
dependent directivities are not perceptually required for
some instruments. However, whether the use of a dynamic
directivity representation with tone-dependent directivities
would have a perceptual benefit remains to be studied.
Therefore, future work could examine not only the de-
tectability of directivity variations, but also whether differ-
ent directivity representations can influence, for instance,
the authenticity of a virtual scene. In future studies, it would
be interesting to use head tracking and moving sources
along with tone-dependent directivity patterns.

Regarding differences between the omnidirectional
source and the directivity of the instrument, listeners can
clearly detect differences between omnidirectional and av-
eraged auralizations of the trumpet both in anechoic and
reverberant environments. The very directive nature of the
trumpet leads to a more distinctively different directivity
pattern than the other studied instruments, making these
differences less apparent for the oboe and violin in compar-
ison to the trumpet. This is especially noticeable in the case
of the oboe, which shows no significant difference between
the omnidirectional and averaged directivity pattern in ane-
choic conditions [see Fig. 5(a)]. This instrument-dependent
differentiation may be due to the averaging process over all
tones, which may smooth the final averaged pattern. Per-
haps the lack of differences observed in auralizations with
musical instruments in previous studies [9] may be due in
part to overlooking the particularities of the directivity of
each of an instrument’s tones.

The auralizations used for the present study have demon-
strated the audibility of directivity variations in one scene
with a listener positioned in a given direction relative to
the nominal source orientation. In that particular direction,
differences owing to directivity may result from both di-
rect sound and room reflections. If the listeners were posi-
tioned in the same direction as the microphone with which
the melodies were recorded, then the only directivity that
could be heard would be due to early reflections and late

reverberation. It was shown in [35] that early reflections are
significant for detecting the orientation of a sound source.
The results of the present study suggest that subjects were
more successful in differentiating the variants of the direc-
tivity tested in this study. The analysis revealed that this
trend was not highly significant, so determining the role of
reverberation in the perception of source directivity requires
further research.
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[24] D. Schröder and M. Vorländer, “RAVEN: A Real-
Time Framework for the Auralization of Interactive Virtual
Environments,” in Proceedings of the Forum Acusticum,
pp. 1541–1546 (Aalborg, Denmark) (2011 Jan.).
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